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Introduction-Background

Background:
• Pre-training and fine-tuning paradigm
• Huge number of parameters

Observation:
• Only a small proportion of parameters will significantly change during fine-tuning.

Model #Total Param #Trainable Param
BERT_base 108M 108M
BERT_large 334M 334M
BERT_xlarge 1270M 1270M



Introduction-Motivation

Matrix Product Operator (MPO)
MPO factorizes a matrix into a sequential product of local tensors.

Motivation:
Can we compress the central tensor for parameter reduction and update auxiliary 
tensors for lightweight fine-tuning? 
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Figure 1: MPO decomposition for 𝑀$×&. 
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The auxiliary tensors with only a small 
proportion of parameters play a role of 
complementing the central tensor
The central tensor with most of 
parameters encode the core information 
of the original matrix
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Preliminary

MPO: matrix product operator technique from quantum many-body physics for 
compressing PLMs. 

Tensor 𝑨𝟏 𝑨𝟐 𝑨𝟑 𝑨𝟒 𝑨𝟓
shape 1×3×4×12 12×4×4×192 192×4×8×384 384×4×6×16 16×4×4×1

# ratio 0.006% 1.45% 92.74% 5.80% 0.01%
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768×3072

𝐼 = 3,4,4,4,4 ,
J = [4,4,8,6,4]

Almost all the 
parameters



Preliminary

MPO: matrix product operator technique from quantum many-body physics for 
compressing PLMs. 

Matrix decomposition with MPO:

The bond dimension 𝑑7 is defined by:

MPO M ='
789
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Preliminary

• MPO-based low-rank approximation
ØThe truncation error induced by the 𝑘-th bond dimension 𝑑7 is denoted by 𝜖7

(called local truncation error)
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Truncation error:

Reconstruction error:

Compression ratio:
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Overview

• Motivation
ØCan we compress the central tensor for parameter reduction and update auxiliary 

tensors for lightweight fine-tuning?
• Solution

ØLightweight fine-tuning with auxiliary tensors
ØDimension squeezing for stacked architecture optimization
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Part 1: Lightweight Fine-tuning 

Observation: Variation degree of the 
parameters before and after fine-tuning.

Solution: Fix central tensor and update 
auxiliary tensors.
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• Theoretical analysis

ØEntanglement entropy:  the metric to measure the information contained in MPO 
bonds[1], Calculation methods:

Part 1: Lightweight Fine-tuning 

𝑆! = −$
"#$

%)

𝑣"ln 𝑣", 𝑘 = 1,2, … , 𝑛 − 1, (6)
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[1] Ze-Feng Gao, Song Cheng, Rong-Qiang He, ZY Xie, Hui-Hai Zhao, Zhong-Yi Lu, and Tao Xiang. 2020. Compressing deep neural 
networks by matrix product operators. Physical Review Research, 2(2):023300.



Part 2: Dimension Squeezing

• Motivation:
ØLow-rank approximation on 𝐶 will largely 

reduce total parameters.

• Fast Reconstruction Error Estimation
ØCriterion
ØEfficiencies

• Fast Performance Gap Computation
ØEarly stopping
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Discussion

• Comparing with Tucker decomposition
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Experimental Results



Experimental Results

• Ablation results

MPO representation Fine-tuning Experiment

Full-rank
Regular fine-tuning MPOPfull

Lightweight fine-tuning MPOPfull+LFA

Truncate rank directly
Lightweight fine-tuning

MPOPdir 

Dimension squeezing MPOP
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• Ablation results
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Conclusion

We proposed an MPO-based PLM compression method. With MPO decomposition, 
we were able to reorganize and aggregate information in central tensors effectively. 
Inspired by this, we make following contributions:

ØLightweight fine-tuning strategy: we largely reduced the parameters to be 
fine-tuned by only updating the auxiliary tensors.

ØDimension squeezing algorithm: we could optimize low-rank approximation 
over stacked network architectures.



Q&A

Source code
https://github.com/RUCAIBox/MPOP
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Thank you

https://github.com/RUCAIBox/MPOP

