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Abstract—The discovery of advanced materials is the cornerstone of human technological development and progress. The structures
of materials and their corresponding properties are essentially the result of a complex interplay of multiple degrees of freedom such as
lattice, charge, spin, symmetry, and topology. This poses significant challenges for the inverse design methods of materials. Humans
have long explored new materials through a large number of experiments and proposed corresponding theoretical systems to predict
new material properties and structures. With the improvement of computational power, researchers have gradually developed various
electronic structure calculation methods, such as the density functional theory and high-throughput computational methods. Recently,
the rapid development of artificial intelligence technology in the field of computer science has enabled the effective characterization
of the implicit association between material properties and structures, thus opening up an efficient paradigm for the inverse design
of functional materials. A significant progress has been made in inverse design of materials based on generative and discriminative
models, attracting widespread attention from researchers. Considering this rapid technological progress, in this survey, we look back
on the latest advancements in Al-driven inverse design of materials by introducing the background, key findings, and mainstream
technological development routes. In addition, we summarize the remaining issues for future directions. This survey provides the latest

overview of Al-driven inverse design of materials, which can serve as a useful resource for researchers.

Index Terms—Inverse design of materials; Artificial Intelligence;

1 INTRODUCTION

Advanced materials form a cornerstone of our modern information
society, acting as a key catalyst for technological progress and
industrial expansion, advancing at an unprecedented rate [I-
A]. Their utilization extends across diverse industries such as
aerospace, biomedical engineering, energy storage, and informa-
tion technology, which are all poised to benefit significantly from
the integration of innovative materials that can surmount existing
constraints [[]. Undoubtedly, the evolution of novel materials
is crucial for fostering technological breakthroughs, invigorating
economic prosperity, and elevating the standard of living.

Generally, materials science is a major scientific discipline
dedicated to the study of advanced functional materials. The
search for advanced materials through inverse design of materials
is an important research field within materials science. Inverse
design of materials essentially involves creating an optimization
space based on the desired performance attributes of materials.
This process strives to establish a high-dimensional, nonlinear
mapping from material properties to structural configurations,
while adhering to physical constraints. The development of inverse
design of materials has garnered widespread attention in academic
works and can be categorized into four major paradigms:

e [Experiment-driven paradigm. The experimental-driven
paradigm is the original method of material discovery, and these
methods have played a crucial role in propelling the field of ma-
terials science forward. For example, Madame Curie used experi-
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ments to discover the new elements radium and polonium, Onnes
discovered the superconductivity phenomenon in mercury [8], and
the discovery of the high-temperature superconducting material
MgBs [9]. However, this experimental-driven paradigm heavily
relies on trial-and-error experimentation, individual expertise, and
phenomenological scientific theories. Moreover, these methods
are characterized by iterative cycles of experiments and obser-
vations to determine the properties and behaviors of materials,
which is not only time-consuming and resource-intensive but
also leads to extended research cycles and increased costs. In
materials research, a heavy dependence on personal experience
is also common. Although experienced researchers can guide
experimental design with their intuition and prior knowledge,
this method is limited in terms of reproducibility and scalability.
The quantification and transfer of personal experience often face
challenges, hindering the process of knowledge accumulation and
dissemination [I0]. Additionally, personal biases and misunder-
standings may arise due to individual backgrounds and cognitive
limitations [Z2].

o Theory-driven paradigm. The theory-driven paradigm em-
phasizes the key role of theoretical insights and computational
models in materials science. This paradigm is characterized by
the widespread use of molecular dynamics simulations and ther-
modynamic models to understand and predict material behavior.
These developments have, to a certain extent, simplified mate-
rial research and enhanced the efficiency of investigations into
new materials. There are some very famous materials and states
of matter that were first predicted by theory and then verified
experimentally, and these discoveries have extremely high sci-
entific significance, even winning Nobel Prizes. In 1930, British
physicist Paul Dirac derived the existence of “antimatter” from his
quantum mechanical equations, suggesting that for every particle



there is a corresponding antiparticle [I'T]. Dirac’s equations first
predicted the existence of the positron, the antiparticle of the
electron. In 1932, Carl Anderson discovered the positron in
cosmic rays, confirming Dirac’s prediction [IZ]. Anderson was
awarded the Nobel Prize in Physics in 1936 for this discovery,
and Dirac also received the Nobel Prize in Physics in 1933 for
his contributions to quantum mechanics, including the theoretical
prediction of antimatter. John Bardeen, Leon Cooper, and John
Schrieffer proposed the BCS theory, which explained the cause of
superconductivity—the pairing of electrons to form Cooper pairs,
leading to zero electrical resistance [I3-I5]. Although the BCS
theory itself did not directly predict new materials, it became the
foundation for research into low-temperature superconductivity.
Bardeen, Cooper, and Schrieffer were awarded the Nobel Prize
in Physics in 1972 for their work. In 2005, Charles Kane and
Eugene Mele predicted the existence of the quantum spin Hall
effect through topological quantum theory, a phenomenon where
edge state conduction occurs without an external magnetic field.
This concept laid the foundation for topological insulators. In
2007, scientists first realized the quantum spin Hall effect in
HgTe quantum wells, verifying the accuracy of the theory. These
classic predictions demonstrate the powerful predictive ability
of theoretical physics in the exploration of new materials and
phenomena, and also promote the development of experimental
physics. Many such theoretical breakthroughs ultimately won the
Nobel Prize for experimental verification, marking significant
advances in physics. Nevertheless, these theoretical frameworks
often require complex mathematical models that are demanding in
terms of computational resources and expertise. Their applicability
may be limited, especially when it comes to material systems that
exhibit multi-scale phenomena and complex interactions.

o Computation-driven paradigm. Established on the ground-
work of theoretical progress, the computation-driven paradigm has
risen alongside the surge in computational power and data accessi-
bility. This paradigm leverages computational models to simulate
material behaviors and inform the design process. The application
of density functional theory (DFT) [[6-I8] and computational
chemistry tools like Hartree-Fock theory has revolutionized our
ability to predict and optimize material properties. The DFT
has played a crucial role in investigating the electronic structure
of graphene. It was through the DFT that the zero-band gap
structure of graphene was uncovered, a feature that is essential
for its electronic properties and holds significant potential for its
application in electronic devices [[Y]. Furthermore, the Hartree-
Fock method has been extensively applied in calculating molecular
orbitals, such as in studies of water molecules, offering vital
insights into their geometric and electronic characteristics [20].
The potency of these methods is clear in their capacity to manage
complex systems that were once difficult to dissect. However,
reliance on computational models introduces challenges, as the
accuracy of predictions heavily relies on model quality and
available computational resources. Additionally, high-throughput
screening (HTP) and combinatorial screening have become sig-
nificant methodologies for exploring new materials and systems.
This approach greatly expedites the discovery and development of
novel materials, particularly in drug discovery, catalyst design, and
energy storage material development, where it allows for the paral-
lel assessment of vast compound libraries to identify potential new
materials [3]. Despite HTP’s achievements in materials science,
challenges remain, including substantial resource requirements
for physical or computational experiments, constraints by exist-

ing material libraries, and insufficient consideration of intricate
relationships between material properties [Z1].

e Al-driven paradigm. With the dawn of the big data era,
materials science has transitioned into an Al-driven paradigm.
Artificial Intelligence (AI) marks a significant shift within the
engineering field, heralding an era defined by enhanced intelli-
gence and automation. Both the widely utilized auto-regressive
models based on the Transformer architecture [22] and the robust
diffusion models [23, 4] have made substantial contributions
to the advancement of inverse design of materials [25-8]. The
capacity of Al to discern patterns and formulate predictions from
data has sparked notable transformations in materials science. By
examining vast experimental data and computational simulation
outcomes, Al models reveal intricate correlations between ma-
terial properties and their underlying crystal structures [29, B0].
Furthermore, a recent survey [23] has integrated inverse design
methodologies with machine learning models to forecast the
mechanical properties of materials, including elastic modulus and
yield strength, thus expediting the discovery and development
of innovative materials. These data-driven strategies not only
bolster the precision of predictions but also considerably shorten
material development cycles. Consequently, “machine learning
materials discovery” is garnering escalating research interest (See
Figure [ (a)). In parallel, the exponential growth of the total known
materials over time highlights the accelerated pace of material
discovery processes, with significant contributions from Google’s
GNOoME [B1] and Meta’s OMat24 [B2].

As discussed before, Al-driven methods are not a new tech-
nical concept for inverse design of functional materials, but has
evolved with the advance of Al over the decades. The experiment-
driven and theory-driven paradigms mainly aim to discover new
functional materials based on heavily trial-and-error experiments
or theoretical models, while latest AI-driven methods concentrate
on constructing the hidden mappings between material functions
and crystal structures. From conventional experiment methods
to data-driven methods, it is an important leap in using modern
advanced computational methods to design target functional ma-
terials. In Figure O, we delineate the evolution of materials science
discoveries alongside the progression of time and technological
advancements. Initially, the confirmation of new materials was
primarily achieved through experimentation (such as Madame
Curie’s discovery of new elements), which entailed substantial
costs and numerous trials. Subsequently, theoretical paradigms
were introduced, predicting physical properties that were later ex-
perimentally verified (for instance, the prediction and validation of
semiconductors). With the advancement of computer technology
and the enhancement of computational ability, high-throughput
computational methods have become a significant avenue for the
discovery of new materials. Ultimately, as the latest generation
of technology, Al methods can efficiently generate and screen
new functional materials by elucidating the hidden correlations
between crystal structures and properties, thereby accelerating
the discovery of new materials. In summary, throughout this
evolutionary process, technological progress has enabled us to
employ more sophisticated methods to expedite the discovery of
new functional materials.

With the development of technology, a research field has
emerged in materials science known as the inverse design of
materials. Unlike traditional trial-and-error methods, it utilizes
complex computational techniques to design materials with spe-
cific properties from the ground up. The process involves several
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Fig. 1: Trends in publications and citations in the field of “Machine Learning Materials Discovery” from 2019 to 2024. The left panel
(a) illustrates the growth in the number of publications (represented by blue bars) alongside the total citations (depicted by the red line
with markers), reflecting a significant increase in both metrics over the past few years. The right panel (b) presents the variation in
the total known materials over time on a logarithmic scale, highlighting the acceleration of material discovery processes facilitated by
GNoME [BT] of Google and OMat24 [B2] of Meta. This figure underscores the rapid development within the field of machine learning
materials discovery
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Fig. 2: Materials Science Research Paradigms This figure illustrates the evolution of research paradigms in materials science,
emphasizing key milestones across various approaches. It highlights the increasing role of artificial intelligence in driving future
materials discovery, with Al becoming the dominant force in shaping the field. The experiment-driven paradigm is exemplified by Marie
Curie’ s Nobel Prize-winning discovery of radium and polonium. The theory-driven paradigm is represented by Dirac’s equation, which
predicted the existence of the positron and the quantum spin Hall effect. The computation-driven paradigm is demonstrated through DFT
calculations applied to materials such as MgBs, hydride superconductors, and graphene. Finally, the Al-driven paradigm showcases
recent breakthroughs in artificial intelligence, including AlphaFold2, GPT-4, and Al-accelerated materials discovery, signaling the
frontier of research in the field.

key steps: first, defining the target properties or functionalities;
then, selecting an appropriate design space; followed by using
modeling and simulation tools (such as DFT and finite element
analysis) to simulate material properties; optimizing the material
structure through algorithms to minimize the difference between
simulated properties and target goals; finally, validating the design
through experimental verification, followed by iterative refinement
based on experimental results. This approach is widely applied in
areas such as optics, electronics, energy storage, catalysis, and
composite materials, significantly accelerating the development of
new materials. However, inverse design also faces challenges such

as computational cost, data quality, and experimental validation.
With the advancement of computational power and optimization
algorithms, materials inverse design is expected to play an in-
creasingly important role in the future development of materials
science.

In the existing literature, the inverse design of materials has
been extensively discussed and surveyed [2-f]. However, current
surveys often focus on specific machine learning algorithms or
particular types of materials, leading to a lack of systematic
integration of diverse methodologies and a broad range of material
systems. Many existing surveys predominantly concentrate on



specific categories of materials or application scenarios, such as
topological insulators or high-entropy alloys [B3, B4], thereby
failing to provide a comprehensive examination of Al-driven
inverse design of materials. Specifically, there is a significant
absence of comparative and analytical studies across different
researches about Al-driven inverse design of materials, which
hinders a holistic understanding of the advantages, disadvantages,
and applicable contexts of various methodologies. These limita-
tions pose challenges for readers attempting to fully grasp the
overarching landscape of Al-driven inverse design of materials,
particularly with respect to the dynamic evolution of new methods
and their applications.

Faced with both opportunities and challenges, it needs more
attention on the research and development of Al-driven inverse de-
sign of materials. In order to provide a basic understanding of this
research filed, this survey aims to address the gaps in the current
body of research by comprehensively examining previous studies
from two perspectives: the discovery of functional materials based
on Al methods and the development of AI methods in materials
science. We systematically analyze the latest advancements in Al
technologies within the domain of inverse design of materials. We
conduct an exhaustive survey of the literature to synthesize the
pivotal discoveries, Al methods, and procedural methods in the
inverse design of functional materials. We are also aware of several
relative survey articles on inverse design of materials [BY, B6].
The reference [Bf] provides an overview of the importance and
utilization of graph neural networks (GNNs) within the realms
of chemistry and materials science. GNNs can directly process
the graphical representations of molecules and materials, thereby
capturing the essential information required to characterize these
materials. The review further outlines the fundamental principles
of GNNs, including commonly used datasets and architectures,
and emphasizes their critical role throughout the materials de-
velopment. Another reference [B3] systematically explores the
research advancements of geometric GNNs in the applications of
materials discovery and drug discovery. It emphasizes the signif-
icance of geometric graphs in scientific fields, particularly their
ability to capture geometric features such as the three dimensional
coordinates of nodes. The survey further defines geometric graphs
and compares them with traditional graphs, elucidating their dis-
tinct characteristics. Additionally, it summarizes existing models,
including invariant GNNs and equivariant GNNs. Our survey
presents the latest advancements in functional materials acceler-
ated by machine learning techniques, with particular emphasis
on the robust representational capabilities of geometric GNNs.
Furthermore, we provide a comprehensive overview of advanced
generative models and large language models, highlighting their
pivotal roles in driving materials discovery. In the end, we have
gathered standard datasets and benchmarks that are crucial for
material discovery, in order to advance the methods of Al-driven
inverse design of materials.

“All great achievements take time.”—The inverse design of
materials has undergone a long development to achieve the latest
successes. Our goal is to delve into the historical progression of
material directional design, with a particular focus on the innova-
tive approaches to material discovery that have arisen in the era
of artificial intelligence. This survey will shed light on the critical
issues inherent in inverse design of materials. Subsequently, we
discuss the specific classes of materials that are currently at the
forefront of materials science (including superconducting materi-
als, magnetic materials and so on), and detail the Al technologies.

We have also compiled a comprehensive overview of the evolution
of Al technologies within the materials domain. It is our aspiration
that the contributions presented in this paper will propel the
field of Al-driven inverse design of materials to new heights of
advancement. In what follows, we will introduce the the recent
applications of Al-driven method in expediting the inverse design
of functional materials in Section . We then elaborate on the
development history of Al technology in the field of materials
science in Section B. Finally, we will briefly discuss a series of
open problems and promising directions in the future in Section @
and conclude in Section B.

2 THE DISCOVERY OF FUNCTIONAL MATERIALS
BASED ON Al METHODS

Al-accelerated discovery of functional materials has emerged as a
dominant trend in materials science. As the demand for novel ma-
terials continues to grow, traditional material discovery methods
often prove too slow and labor-intensive to keep up with the pace
of technological innovation. Consequently, artificial intelligence
—especially machine learning (ML) and deep learning (DL)
—has demonstrated significant potential in advancing material
discovery. Al facilitates the efficient identification of patterns in
data, the prediction of material properties, and the optimization
of complex material compositions, offering tools for materials
science that were previously unimaginable. This chapter provides
a comprehensive review of Al applications across several key
categories of functional materials, including superconducting ma-
terials, magnetic materials, thermoelectric materials, carbon-based
nanomaterials, two-dimensional materials, photovoltaic materials,
catalytic materials, high-entropy alloys, and porous materials.
These materials are crucial to the development of advanced
technologies in areas such as energy storage, electronics, and
environmental sustainability.

2.1 Superconducting Materials

Superconducting materials exhibit zero electrical resistance and
complete expulsion of magnetic fields below a critical temper-
ature (7). These materials have wide applications due to their
outstanding physical properties, such as in magnetic resonance
imaging [37] and nuclear fusion technology [BX]. Superconductor-
based devices are used in quantum information processors, ad-
vanced sensors, and communication systems [B9—4T]. The dis-
covery of superconducting materials back to 1911 when mercury
exhibited zero resistance at 4.2K [42]. In 1933, the Meissner
effect [43] was observed, where superconductors expel magnetic
fields entirely. Significant milestones include the 1973 discovery
of niobium-germanium alloy [24] with a T, of 23.2K, and the
1986 breakthrough in copper oxide superconductors [A5] reaching
35K, followed by yttrium-barium-copper-oxide materials [26]
surpassing 77K in 1987. In 2008, iron-based compounds exceeded
55K [&7]. In recent years, high-T. superconductors have advanced,
with scandium setting a record for elemental superconductors at
36K [48], and pressed nickelate bilayers reaching liquid-nitrogen
temperatures [49]. Hydride superconductors, such as HsS, have
also been confirmed under high pressure [50].

The search for new high-T,. superconductors is a significant
task in condensed matter physics. With the advancement of Al
technologies, there has been substantial exploration in the field
of Al-accelerated superconducting material discovery. The work
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Fig. 3: Al-driven discovery of materials. This figure illustrates the role of artificial intelligence in accelerating the discovery of
various types of materials. The examples presented highlight how Al-driven approaches are employed to optimize the identification,
design, and property prediction of materials across diverse categories, including superconducting materials, magnetic materials,
thermoelectric materials, carbon-based nanomaterials, 2D materials, photovoltaic materials, catalyst materials, high-entropy alloys, and
porous materials. By leveraging large datasets and advanced computational techniques, Al methods facilitate more efficient screening
and prediction, thereby significantly advancing the pace of material discovery. These examples represent only a subset of the broad
potential of Al in transforming materials research, with further discussion provided in the main text.

in [BT] utilized data extracted from the SuperCon database [57],
comprising approximately 16,400 compounds (without crystal
structures). They employed a random forest algorithm to build
machine learning models aiming at predicting the critical temper-
ature of superconducting materials. Separate regression models
were developed for different superconducting families, such as
cuprates, iron-based superconductors, and low-7, superconduc-
tors. Through ablation studies, it was demonstrated that these
regression models could not be generalized across different super-
conducting families, likely due to their distinct superconducting
mechanisms. Considering the crucial role of band theory in ex-
plaining superconducting mechanisms, recent work [53] employed
electronic band structure data and applied a Transformer-based
model with attention mechanisms to predict the superconducting
T. of materials. Teng-dong Zhang et al. released the SuperBand
dataset, comprising electronic band structures suitable for machine
learning training, generated through high-throughput DFT calcu-
lations [B4].

Traditional machine learning algorithms struggle to effec-
tively model complex crystal structures, whereas GNNs [55—
b0] have a natural advantage in representing such structures.

Kamal Choudhary et al. [b1] leveraged the atomistic line graph
neural network (ALIGNN) [bh2] to accelerate the discovery of
superconductors. They employed ALIGNN to predict key phys-
ical properties such as Debye temperature, electronic density of
states (DOS) at the Fermi level, and the critical temperature
of superconducting materials. By screening materials with high
Debye temperatures and high electronic densities of states at the
Fermi level, they conducted electron-phonon coupling calculations
on 1,058 materials, constructing a systematic Bardeen-Cooper-
Schrieffer (BCS) superconductivity performance database. Using
the McMillan-Allen-Dynes formula, they identified 105 dynami-
cally stable materials with 7, exceeding 5K. Recent work [H3
66] has demonstrated that ALIGNN can also be used to predict
the superconducting 7. of hydride superconductors under varying
pressures condition, leading to the discovery of 122 dynamically
stable structures with T}, higher than that of MgBs (39K). With the
advancement of algorithms, superconducting datasets containing
crystal structures, such as 3DSC [B7] and SuperCon3D, have been
successively released.

The method of searching for high-7. superconductors based
on existing databases has only touched a very small region of



chemical space. In recent years, generative models [68-70] have
gained significant attention due to their ability to produce highly
realistic images, and such algorithms have also been widely
applied in areas like molecular docking [[71]] and material gen-
eration [Z3, P4)]. In principle, generative models can explore an
infinite chemical space. Xiao-Qi Han er al. [[[2] developed an Al
workflow for discovering high-T . superconductors. This workflow
first generates new candidate superconducting crystal structures
using a diffusion-based generative model. Then, a superconduc-
tivity classification model [[73, [74] assesses the likelihood of the
material being a superconductor, followed by a formation energy
prediction model [[79, [76] that evaluates the material’ s stability.
Subsequently, a DPA-2 model [[I7] optimizes the structure, and
finally, ALIGNN is used to predict the 7. of materials. The results
have been validated through first-principles electronic structure
calculations, leading to the identification of 74 dynamically stable
superconducting candidates with T, above 15K, none of which are
found in existing datasets.A series of similar studies [[Z8] have also
employed generative models to explore superconducting materials.

When validating the stability of candidate superconducting
materials, the DFT requires expensive phonon spectrum calcu-
lations. Recent work [[79] introduced the virtual node graph neural
network (VGNN), which can directly predict I'-point phonon
spectra and full dispersion relations across the entire Brillouin
zone, using only atomic coordinates as input. They also developed
a I'-point phonon database containing over 146,000 materials.
Further validation of superconducting materials requires the cal-
culation of electron-phonon coupling (EPC), and Yang Zhong et
al. [80] provided a machine learning approach to accelerate the
computation of EPC matrices.

Most of the Al models mentioned above are primarily com-
bined with high-throughput DFT calculations to discover new
high-T . superconductors, where the superconducting mechanisms
are well-understood within the framework of BCS theory. How-
ever, the superconducting mechanisms for most high-7. supercon-
ductors remain unclear, and these materials are considered uncon-
ventional superconductors. There are also empirical rules [K1-84l]
that describe correlations between T, and structural features, but
these rules are limited to cuprates and iron-based superconductors
and cannot be generalized to other materials. Given that chemical
bonding and electronic interactions in the lattice are crucial factors
for superconductivity, Gu Liang et al. [BS] developed a Bond
Sensitive Graph Neural Network (BSGNN) to predict the upper
limit of T, (T¢maz) in different materials. This model integrates
three modules: nearest neighbor graph representation (NGR),
communication message passing (CMP), and graph attention
(GAT). It reveals a close relationship between T¢;,, 4, and chemical
bonding, showing that shorter bond lengths favor higher 7,42,
consistent with existing domain knowledge. However, this model
can only predict 7, and cannot determine whether a material is
superconducting. Additionally, expert input is required for further
screening to eliminate particularly unreasonable materials, such as
insulators.

The above AI methods primarily focus on combining with
theoretical calculations. In contrast, the work in [Bf] introduces a
closed-loop machine learning (Closed-loop ML) approach, which
integrates machine learning with experimental feedback to accel-
erate the discovery of superconducting materials. Using an active
learning strategy, this method iteratively selects and experimen-
tally validates materials predicted by the machine learning model,
then feeds the experimental results back into the model to contin-

ually improve its predictions. Through this approach, the research
team discovered a previously unreported superconductor in the
Zr-In-Ni system and rediscovered five known superconductors
that were not part of the training dataset, significantly enhancing
the success rate of superconductor discovery. This closed-loop
method highlights the potential of combining machine learning
with experimental feedback to accelerate new material discoveries
and demonstrates the critical role of experimental validation in
refining machine learning predictions.

2.2 Magnetic Materials

Magnetic materials are substances capable of generating magneti-
zation when subjected to a magnetic field, exhibiting the property
of attracting ferromagnetic elements such as iron. Dating back
approximately 2,500 years, humanity had discovered that certain
materials possess the ability to attract iron. For centuries, the
creation of artificial magnets was confined to a singular method:
friction with a natural magnet or an existing artificial magnet,
the latter having been initially produced through contact with a
natural source. A pivotal moment arrived in 1820 when Hans
Christian Oersted uncovered the magnetic effects induced by
electric currents. This discovery paved the way for the invention of
the electromagnet in 1825, a breakthrough that introduced a novel
means to generate significantly stronger artificial magnetic fields.
Consequently, this period marked the commencement of extensive
scientific inquiry into the properties and applications of magnetic
materials [K7].

Based on magnetic properties, magnetic materials can be cat-
egorized three types: ferromagnetic [88], antiferromagnetic [RY],
and altermagnetic [90-98]. The difference between ferromagnetic
materials and antiferromagnetic materials lies in the arrangement
of the magnetic moments within a material and the resulting mag-
netic behavior. Ferromagnetic materials exhibit a wide range of
magnetic domains [99], where the magnetic moments within each
domain are aligned in the same direction. However, the magnetic
moments in different domains may be oriented differently. Under
the influence of an external magnetic field, ferromagnetic materials
can be strongly magnetized, and they possess a high coercivity,
meaning a strong reverse magnetic field is required to change
the direction of magnetization. After the removal of the external
magnetic field, ferromagnetic materials maintain a certain level
of remanence and exhibit high permeability. The altermagnetic
materials, despite exhibiting antiferromagnetic compensated mag-
netic order, show macroscopic time-reversal symmetry-breaking
phenomena and spin polarization similar to ferromagnet. This
seemingly contradictory behavior has led scientists to reclassify
these materials based on spin-symmetry principles, thereby defin-
ing altermagnetism as a new magnetic phase. As research on
altermagnetic materials deepens, more material candidates have
been discovered with these properties, including insulators, semi-
conductors, metals, and high-temperature superconductors [9T].

Moreover, altermagnetic materials have garnered significant
attention due to their novel physical effects, such as giant magne-
toresistance (GMR) [[00], unconventional superconductivity [[T0T,
[07], tunneling magnetoresistance (TMR) [I00], piezomagnetic
effects [T03], spin-splitting torque[lD4-T06], time-reversal odd
anomalous effects [94, T07-IT7], quantum anomalous Hall ef-
fects [T13], higher-order topological states [[14], altermagnetic
ferroelectricity [IT35], and strong spin-orbit coupling effects in
light element altermagnetic materials [[T6] . Recent studies [[IT]



have demonstrated the theoretical feasibility of realizing bipolar-
ized Weyl semimetals and the quantum crystal valley Hall effect
in two-dimensional altermagnetic materials.

With the development of science and technology, it is very
important to find new magnetic materials with a greater operating
temperature range and better performance. Recently, a compre-
hensive, experiment-based database of magnetic materials based
on large language model have been created, named the northeast
materials database (NEMAD) [I[TR]. Itani ef al. pointed out that
there are several ML models that can classify magnetic materials
and predict the magnetic properties of these materials, but the lack
of a comprehensive database of magnetic materials leads to a lack
of generalization of the models, that is, the accuracy of the models
is reduced in predicting different classes of new magnetic materi-
als. In view of this, they based an application, GPTArticleExtrac-
tor [TTY], to automatically extract data from scientific articles to
build a comprehensive database of material properties. Similarly,
an Al search engine named MatALtMag [[74] was proposed to ac-
celerate the discovery of altermagnetic materials. The engine first
undergoes pre-training using crystal graph convolutional neural
networks (CGCNN) [[73] and the Materials Project database [1T20]
to learn the intrinsic features of material crystal structures. It then
fine-tunes the classifier using a limited number of positive samples
to accurately predict intercalated magnetism. This engine has
successfully discovered 50 new altermagnetic materials, including
metals, semiconductors, and insulators, significantly expanding
the known range of altermagnetic materials. The altermagnetism
of these materials has been validated through DFT calculations,
revealing novel physical effects such as the anomalous Hall effect,
anomalous Kerr effect, and topological properties. Furthermore,
the discovery of four ¢-wave altermagnetic materials marks a
major breakthrough in the study of altermagnetic phases. The
Al-driven method demonstrates great potential in accelerating the
discovery of altermagnetic materials.

Due to the relatively recent emergence of altermagnetic ma-
terials, there has been limited work employing machine learning
algorithms in this field, and the potential of Al has yet to be fully
tapped. It is anticipated that future research will utilize generative
models to explore a broader chemical space in the search for novel
altermagnetic materials, while also leveraging Al algorithms to
accelerate the DFT validation process.

2.3 Thermoelectric Materials

Thermoelectric materials represent a class of functional materials
capable of directly converting heat into electricity, and vice versa,
through the Seebeck effect, which generates an electric current in
response to a temperature gradient [[21]. These materials hold sig-
nificant promise for applications in waste heat recovery and solid-
state cooling technologies. Currently, it is estimated that approx-
imately two-thirds of global energy consumption is lost as waste
heat, and thermoelectric materials provide a potential pathway
to reclaim this wasted energy, thereby improving overall energy
efficiency [[22]. Furthermore, thermoelectric devices, which re-
quire neither mechanical components nor harmful working fluids,
present an environmentally friendly and sustainable solution for
various applications, including space power systems, automotive
and industrial waste heat recovery, and thermal management in
microelectronics [23].

The performance of thermoelectric materials is generally eval-
uated by the dimensionless figure of merit, ZT, defined as ZT =

a?cT

, where « is the Seebeck coefficient, o is the electrical

coﬁ{ductivity, T is the absolute temperature, and & is the thermal
conductivity [124]. The term o, known as the power factor, is a
function of both carrier concentration (n) and carrier mobility
(1) [23]. Achieving a high ZT value requires materials that
exhibit both high electrical conductivity and a high Seebeck
coefficient, while maintaining low thermal conductivity. However,
optimizing ZT is challenging due to the interdependence of these
parameters; for example, increasing electrical conductivity often
leads to a concomitant increase in thermal conductivity, which
can diminish the desired improvement in ZT [[26]. This trade-off
remains one of the central challenges in thermoelectric material
research.

Recent advancements in computational methods, particularly
through the integration of machine learning and high-throughput
screening techniques, have opened new avenues for addressing this
challenge. By leveraging large datasets and advanced algorithms,
researchers can now identify promising thermoelectric materials
more efficiently and accurately than with traditional trial-and-
error approaches or first-principles calculations alone. Studies
have demonstrated the potential of machine learning models, such
as the random forest (RF) model combined with Bayesian opti-
mization, to predict new M2X3-type thermoelectric materials with
rhombohedral structures from large datasets, successfully iden-
tifying candidates with high thermoelectric performance [I27].
Similarly, unsupervised learning techniques, including K-means
and Gaussian Mixture models, have been applied to cluster half-
Heusler compounds, effectively pinpointing materials with favor-
able thermoelectric properties [I28]. These approaches underscore
the utility of machine learning in uncovering complex structure-
property relationships relevant to thermoelectric performance.

For doped materials, the DopNet neural network architecture
has been introduced to capture the effects of dopants accurately,
allowing for the prediction of doped materials’ thermoelectric
properties based on extensive datasets [I2Y]. This model has
successfully predicted the impact of various dopants on crucial
properties such as the Seebeck coefficient and electrical con-
ductivity. In addition, artificial neural networks combined with
techniques like combinatorial gradient thermal annealing have
optimized the internal strain of bismuth telluride films, resulting in
significant improvements to their Seebeck coefficient [[30]. Such
studies illustrate the importance of doping and strain engineering
in enhancing thermoelectric performance and show how machine
learning can assist in identifying critical relationships.

In the realm of high-throughput computing and screening,
frameworks have been established to analyze compounds like
diamond-like ABX2, identifying materials with high ZT values
and highlighting key conductive mechanisms contributing to ther-
moelectric efficiency [I31]. Similarly, approaches that combine
high-throughput ab initio calculations with deep neural networks
have predicted the thermoelectric properties of IV-V-VI layered
semiconductors, revealing high-performance candidates such as
n-type PbaSbySs, with ZT values surpassing 1.0 [I37]. These
integrated approaches expedite the discovery of new thermoelec-
tric materials by leveraging machine learning and high-throughput
screening. Additionally, the ToBaCCo 3.0 " code has been em-
ployed for large-scale screening of metal-organic frameworks
(MOFs). Molecular dynamics simulations on 10,194 hypothetical
MOFs were conducted to investigate the structural characteristics

1. https://github.com/tobacco-mofs/tobacco 3.0
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affecting thermal conductivity, revealing that parameters such as
density, pore size, porosity, and surface area significantly influence
thermal transport properties [I33]. Although machine learning
models were not utilized in this study, the computational screening
provided valuable insights into the structure-performance relation-
ships governing MOF thermal conductivity.

High-throughput screening techniques have also been instru-
mental in identifying materials with excellent Peltier cooling per-
formance among Heusler compounds, showcasing their potential
for sustainable cooling applications [I34]. The identification of
compounds with desirable electronic structures and thermoelectric
transport properties demonstrates the utility of high-throughput
approaches for applications in efficient cooling technologies.

Finally, the integration of machine learning with experimental
feedback has been proposed as a promising approach for acceler-
ating material discovery. By iteratively refining machine learning
models with experimental data, methods such as error correc-
tion learning (ECL) have successfully predicted high-performance
thermoelectric materials with improved power factors, minimizing
experimental trials and enhancing predictive accuracy [I35].

Looking ahead, the convergence of machine learning and high-
throughput computational methods is expected to play a pivotal
role in advancing the inverse design of thermoelectric materials.
As computational capabilities expand and larger, more diverse
datasets become available, these technologies will continue to
drive breakthroughs in addressing the challenges associated with
optimizing thermoelectric properties. Machine learning models
—such as Random Forests, neural networks, and clustering al-
gorithms—have already demonstrated their ability to uncover
intricate structure-property relationships across various material
classes, including M2X3 compounds, half-Heuslers, and doped
systems. Coupled with high-throughput screening, which facili-
tates the exploration of extensive material libraries, such as MOFs
and Heusler compounds, researchers can swiftly identify high-ZT
candidates and deepen their understanding of key factors affecting
thermoelectric performance, such as thermal conductivity and
electronic transport. Moreover, the integration of experimental
feedback with machine learning models, as exemplified by the
Error Correction Learning (ECL) approach, holds great promise
for accelerating material discovery by continuously improving
predictive accuracy. As these techniques become more refined and
collaborations between computational and experimental domains
intensify, they are expected to revolutionize the design and discov-
ery of next-generation thermoelectric materials. Ultimately, these
advancements will contribute to the development of highly effi-
cient, environmentally sustainable energy systems for applications
such as waste heat recovery, energy harvesting, and sustainable
cooling technologies.

2.4 Carbon-based Nanomaterials

Carbon-based nanomaterials encompass structures composed of
carbon atoms arranged in a hexagonal honeycomb lattice, in-
cluding carbon nanotubes (CNTs) and graphene. Due to their
distinct physical and chemical properties, these materials have
garnered significant attention in materials science since their
discovery [I[36, [37]. CNTs are classified into single-walled car-
bon nanotubes and multi-walled carbon nanotubes. The former
consists of a single layer of rolled graphene, while the latter
comprises multiple concentric graphene layers [[38]. These two
forms exhibit notable differences in mechanical, electrical, and

thermal properties. Graphene, a two-dimensional carbon-based
nanomaterials, is formed by a single layer of carbon atoms in
a hexagonal lattice, offering exceptional carrier mobility and
mechanical strength [T9].

Owing to their outstanding electrical conductivity, mechanical
strength, and thermal conductivity, carbon-based nanomaterials
are widely applied in various advanced technology sectors. For
example, CNTs and graphene are used in the electronics industry
for manufacturing miniaturized circuits and efficient semiconduc-
tor components, potentially surpassing the limitations of Moore’
s Law [I3Y9]. In the mechanical field, carbon-based nanomaterials
are ideal for reinforcing composites due to their lightweight
and high-strength characteristics, making them integral in high-
performance structural materials for aerospace, automotive, and
other industries [T40]. In the energy sector, the superior con-
ductivity and energy storage capabilities of CNTs and graphene
show great promise for improving the energy density of batteries
and supercapacitors [[41]. However, the synthesis and design of
carbon-based nanomaterials involve complex multi-variable opti-
mization challenges. Traditional experimental approaches struggle
to address these challenges effectively, prompting the integration
of Al technologies as a promising solution for inverse design and
performance optimization of carbon-based nanomaterials.

Some researchers proposed an active learning model to elu-
cidate the growth mechanisms of carbon-based nanomaterials
on metallic substrates [[42]. This study combines molecular
dynamics (MD) with the time-stamped force-bias Monte Carlo
method, enhanced by the Gaussian approximation potential model
for sampling. By simulating graphene growth on a copper sub-
strate (Cu(111)), the researchers analyzed carbon monomer and
dimer diffusion, the formation of carbon chains and rings, and
the copper-assisted edge growth mechanism. The model dynam-
ically generates machine learning potentials during the simula-
tions, offering key insights into the growth processes of carbon
materials on various metal substrates. Similarly, ML-enhanced
molecular simulations investigate the high-temperature growth
dynamics of CNTs, using the DeepCNT-22 machine learning
force field to model interfacial behaviors, defect formation, and
defect healing mechanisms during CNT growth [[43]. By utilizing
MLFFs trained on first-principles calculations, this study extends
simulation time scales while maintaining computational accuracy,
revealing atomic-level processes from CNT nucleation to growth.
Additionally, combining machine learning with automation en-
hances the synthesis efficiency of carbon-based nanomaterials,
as demonstrated by the Al-driven platform carbon copilot. This
platform integrates Transformer-based language models (Carbon-
GPT and Carbon-BERT), a robotic chemical vapor deposition
(CVD) system, and data-driven ML models to optimize synthesis
processes, significantly improving controllability and yield in the
growth of CNTs and graphene, especially for horizontally aligned
CNT arrays [I44].

Beyond synthesis optimization, machine learning plays a piv-
otal role in predicting the physical properties of carbon-based
nanomaterials, especially for key attributes like thermal and elec-
trical conductivity. Compared to traditional methods, ML tech-
niques provide more efficient and accurate solutions. For example,
ML-based multi-scale modeling predicts the thermal conductivity
of CNT-reinforced polymer composites, effectively capturing the
impact of structural uncertainties on thermal conductivity by com-
bining MD simulations with finite element analysis, regression
tree models (random forests and gradient boosting machines),



and deep neural networks [[45]. Similarly, an interpretable ML
framework predicts the electrical conductivity of CNT/polymer
composites, using stochastic multi-scale numerical models. This
approach employs Al technique, random forests, and XGBoost
models along with SHAP analysis to elucidate the influence of
CNT structural parameters on conductivity, offering a robust theo-
retical framework for material design optimization[T46]. Another
study applies ANN models to accurately predict the electrical
conductivity of CNT-reinforced polymer composites, reducing
computational costs while maintaining predictive accuracy across
various conductive network structures [I477].

Modeling the structure-property relationship is critical for
understanding the behavior of carbon-based nanomaterials. Ma-
chine learning is particularly adept at capturing the nonlinear
relationships between complex structures and their properties,
facilitating the design and optimization of new materials. For
instance, a deep learning model called CNTNeXt, based on
multi-layer synthesized images, predicts the mechanical proper-
ties of vertically aligned CNT (VACNT) forests. By utilizing a
ResNeXt feature extractor paired with a random forest regression
model, the model improves prediction accuracy by generating
2.5D morphological images that simulate real VACNT structures,
enhancing understanding of CNT self-assembly processes [I4¥].
Additionally, a neural network-based surrogate model (NN-EBE)
efficiently predicts higher-order phenomena like buckling and
nonlinear deformation for CNTs, providing computational ad-
vantages over traditional micromechanical models, particularly
for large-scale simulations in composite material design [[4Y].
For electronic property predictions, machine learning predicts the
electronic properties of graphene nanosheets based on geomet-
ric features. Using the density functional tight binding (DFTB)
method to generate data, this approach applies linear regression,
multilayer perceptrons, and support vector machines (SVM) to
efficiently identify graphene structures with desirable electronic
properties, aiding high-throughput material screening in electronic
applications [50].

In terms of interface design and load transfer in composites,
ML models have proven effective in optimizing chemical linkages
and the mechanical behavior of CNTs within composites. Alred
et al. employed ML models to predict the electron density and
mechanical properties of sulfur cross-linked CNTs [[31]. By gen-
erating training data from density functional theory and MD sim-
ulations, the study utilized multilayer perceptron neural networks
and RF models for accurate predictions, significantly reducing
computational costs. This research highlights the importance of
ML in interface design for CNTs composites.

Machine learning techniques also apply to optimizing the
biocompatibility of carbon-based nanomaterials, particularly in
predicting their biocompatibility and toxicity. Research explores
the use of Al and ML to address the limitations of traditional ex-
perimental methods, which are often time-consuming and costly.
By combining extensive experimental validation data with CNT
physical properties (e.g., length, diameter, surface functionaliza-
tion) and the chemical composition of polymers, predictive models
for biocompatibility and toxicity are developed. Using ANN, RF,
and XGBoost models, with ANN excelling in capturing the com-
plex interactions between CNTs and biological systems, the study
utilizes K-fold cross-validation and regularization techniques to
improve generalization, while SHAP analysis further enhances
model interpretability [[52]. Results demonstrate the efficiency
of ANN in predicting toxicity responses, significantly reducing

experimental time and cost while revealing critical relationships
between CNT structure and biocompatibility. This research marks
the first application of Al and ML in predicting nanomaterial bio-
compatibility, offering a novel tool for efficient toxicity assessment
in future material design.

In the future, the continued advancement of ML and deep
learning technologies will further automate and enhance the in-
verse design of carbon-based nanomaterials. Automated experi-
mental platforms, combined with intelligent experimental plan-
ning, will accelerate the synthesis and screening of materials,
particularly in complex multi-variable systems. Future active
learning algorithms will dynamically update models with real-
time feedback, improving design efficiency. In multi-scale mod-
eling, future approaches will better integrate micro- and macro-
scale features through the combination of first-principles cal-
culations, MD simulations, and experimental data, establishing
comprehensive multi-scale prediction frameworks. Additionally,
the interpretability of ML models will become increasingly im-
portant, particularly in high-risk fields such as biomedicine and
environmental safety, ensuring transparency and accountability
in decision-making processes. Interdisciplinary collaboration will
play a pivotal role in advancing carbon-based nanomaterials de-
sign, with the convergence of computational science, materials sci-
ence, and biomedicine driving further innovations.In conclusion,
future ML technologies will significantly improve the efficiency
of carbon-based nanomaterials design, accelerating the transition
from laboratory research to industrial applications and opening
new avenues for the discovery and development of novel materials.

2.5 Two-dimensional Materials

Two-dimensional materials are those that consist of only one to
a few atomic layers in the direction of thickness, while they
have the potential to extend indefinitely in the plane. These
materials are characterized by their unique physical and chemical
properties, which differ significantly from their bulk counterparts.
Different layers of materials can be held together by van der
Waals forces. Materials that rely solely on these interlayer van
der Waals interactions, without any covalent bonds between the
layers, are referred to as van der Waals heterostructures. These
heterostructures combine the unique properties of individual 2D
layers to create materials with tailored functionalities, making
them promising for a wide range of applications in electronics,
photonics, and nanotechnology [II53].

Due to the extremely thin thickness, the movement of electrons
in 2D materials is highly constrained, leading to the quantum
confinement effect. This effect often results in novel physical
properties, making 2D materials of great interest in fields such
as electronics [[54-15€], spintronics [[[57], valleytronics [II58],
optoelectronics [[5Y9], twistronics [60], and slidetronics [I6T].
Common examples of 2D materials include graphene, which
consists of a single layer of carbon atoms arranged in a hon-
eycomb lattice [[627]. Another important class of 2D materials
is transition metal dichalcogenides, typically composed of one
layer of transition metal atoms (such as Mo or W) sandwiched
between two layers of chalcogenide atoms (such as S, Se or
Te) [I63]. For van der Waals heterostructures, interlayer coupling
can be performed by regulating the interaction between different
two-dimensional material layers [[64].By changing the number
of layers and the stacking order, the properties of the van der
Waals heterostructures can be fine-tuned, and the 2D materials



can be turned into topological insulators through specific layering
structures [[[65].

Currently, experimental methods for obtaining single or multi-
layer 2D materials include exfoliating them from 3D bulk mate-
rials or directly growing them on substrates using chemical vapor
deposition (CVD). Exfoliation techniques involve peeling off
individual layers from bulk materials, while CVD allows for the
controlled growth of 2D materials on various substrates [[T66, T67].
However, discovering new 2D materials through experimental
methods can be resource-intensive and time-consuming, requiring
significant investment in both materials and research efforts. ML
can learn to capture material feature from a large number of
crystals, guiding the synthesis of new 2D materials [[6X, T69].

Topological insulators are a typical category of 2D materi-
als, that behave as insulators in the body, but exhibit electrical
conductivity at the surface or edge. This unique property stems
from the topological properties of the material, i.e., the electron
band structure of the material has a special topological invariant
mathematically. In 2D topological insulators, the spin and mo-
mentum of electrons are locked together to form edge states. This
phenomenon is called the quantum spin Hall effect [[70, 7.
Topological insulators have a wide range of applications, includ-
ing field-effect transistors in electronics, efficient optoelectronic
devices in optics, topological qubits in quantum computing to en-
hance the stability of quantum systems, and magnetic topological
insulators in magnetism. However, due to the lack of sufficient
candidate materials, the research on topological insulators is lim-
ited. In traditional methods, materials are evaluated one at a time
through a trial-and-error process, making the search of the material
space resource-intensive and time-consuming. Thus, a pipeline for
finding new 2D topological insulators is developed [I77]. By using
this method, 56 topological materials are identified , of which 17
are quantum spin Hall insulators, and 9 are not reported in the
literature, with 3 showing large energy gaps suitable for room-
temperature applications.

Van der Waals heterostructures is another category of materials
that have garnered attention, consisting of 2D materials that are
combined together. However, according to computational screen-
ings it is suggested that the number of possible 2D materials could
be in the thousands, leading to potentially millions of distinct
heterointerface combinations [I'73, I74]. Then, a computational
database, web applications, and machine learning models are
developed to accelerate the design and discovery of 2D het-
erostructures [I75]. Based on 674 non-metallic 2D materials,
they generate 226,779 heterostructures and classify as 3 types,
of which type-II is found to be the most common and type-III the
least common. Other users can also use their network applications
and machine learning model to generate 2D heterostructures and
predict physical properties of the new 2D heterostructures.

Al-driven experimental. By using Al-assisted experimental pro-
cedures, it is possible to synthesize 2D thin film materials through
the way of automatic control [['76]. Specifically, the growth con-
ditions are chosen by the experimenter to initialize the algorithm,
which then autonomously grows 125 samples, the process is
about ten times faster than the traditional process. In addition to
supervised learning styles, with the existing positive samples and
a large number of unlabeled samples, a ML model can be trained
using semi-supervised or unsupervised learning [I77]. A large
number of potential 2D materials with known properties enable
to be screened through high-throughput clustering. This approach
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can aid in the design of new 2D materials [I78]. It is also possible
to optimize the query strategy of Al based on reinforcement
learning, and improve the classification performance of the model
through rewards. At the same time, through the framework of
active learning, only a limited number of labels can be iteratively
obtained and updated more positive sample labels [IT79].

The work described above uses ML model to directly design
crystal structures, helping researchers identify 2D materials of in-
terest. Additionally, it is possible to indirectly assist experimenters
in synthesizing new 2D and quasi-1D materials by training a ML
model to control the parameters of CVD through the integration
of Al in the experimental process [I80, IXT]. It can also pre-
dict the probability of synthesizing new materials based on the
parameters of a given CVD and recommend the most favorable

parameters [I87].

2D materials datasets. At present, the number of known 2D
materials is still relatively limited, far fewer than the number of
3D bulk materials. Therefore, the construction of a comprehensive
2D material database is a crucial task in condensed matter physics.
Computational 2D Materials Database (C2DB) is a database for
2D material discovery that is aided by ML [IX3, [84], C2DB
first generates new crystals by replacing experimentally known
crystal structures with reasonable atoms. Then, stable materials are
selected through a series of steps, including structural relaxation,
deduplication, and stability calculation by DFT. Finally, stable ma-
terials are screened to build a 2D material database. 2DMatPedia
selects 3D materials with layered structures from the Materials
Project database through high-throughput topological analysis. It
generates new materials by performing atomic replacements after
stripping the layers. Stable materials are then identified through
DFT calculations and added to its database [[[85].

Simultaneously, AI can also be used to replace the DFT
calculation part in the construction of 2D material databases. By
using discriminative Al models, the properties of 2D materials can
be directly predicted and classified [I86, I&87]. A 2D perovskite
database can predict band gaps and atomic charges using machine
learning models [I88]. This demonstrates that machine learning
can assist in the design of new 2D mixed perovskite materials
through material classification.

Furthermore, new 2D materials can be generated and their
properties can be predicted directly by Al, without the need for
traditional computational methods such as DFT. The fabrication of
solid-state devices with tailored optoelectronic, quantum emission,
and resistive properties requires the design of 2D materials with
point defects. Due to the strong correlation effect of electrons
and the exponential growth of the defect site search space,
traditional methods are unable to find these 2D materials on
a large scale. Through deep transfer learning, a ML model is
first pre-trained on 3D materials and then used to predict 2D
materials that are likely to produce effective point defects. Based
on these predicted 2D materials, another ML model is trained to
map these materials from the initial graph structure to calculated
defect properties [I8Y]. In addition, manual data extraction from
publications is the mainstream method for collecting 2D materials.
However, through natural language processing and text mining
technologies in the field of Al, crystals with interesting properties
can be automatically extracted from publications [90, T91].



2.6 Photovoltaic Materials

Photovoltaic conversion is one of the most important energy
conversion methods mastered by humanity, enabling us to “store
light”. The search for high-performance photovoltaic materials has
long been a crucial pursuit. Not only do they provide support
for lighting and display, but they also contribute to reducing
dependence on fossil fuels, thereby having a profound impact on
addressing global climate change. The essence of “storing light”
lies in capturing excitons generated by photons. Enhancing pho-
tovoltaic conversion efficiency (PCE) generally involves two main
strategies: improving photon-to-exciton conversion efficiency and
designing effective junctions to capture excitons. Photovoltaic
conversion works in both directions, and these improvements have
the potential to inspire new applications in fields such as solar
cells, light-emitting diodes (LEDs), laser diodes, photodetectors,
and photocatalysis.

In the present, monocrystalline silicon is the most mainstream
photovoltaic material. It is widely used in ground-based photo-
voltaic power generation due to its relatively high power gen-
eration efficiency (27.3% [I97]) and long service life. However,
it suffers from several shortages. In classical studies, the ideal
bandgap for single-junction solar cells is around 1.34 eV, which
can theoretically achieve a maximum efficiency of 33.7% [I93].
However, the bandgap of monocrystalline silicon is around 1.1 eV
and cannot be adjusted [I94]. To address these limitations, The
research by Wang and co-workers [T93] successfully identified
22 silicon crystal structures with direct bandgaps through high-
throughput calculations and machine learning methods, overcom-
ing the limitations of traditional diamond-like silicon materials.
The research team utilized the Carbon-24 dataset to construct ini-
tial silicon structures and optimized them using machine learning
potentials, such as the GPUMD neural evolutionary potential, re-
sulting in 2,637 stable silicon crystals. Subsequently, the electronic
structures were predicted using a machine learning Hamiltonian
model (HamGNN) [I96], and structures with direct bandgaps
were selected. These structures were then validated through DFT
calculations for their bandgaps, transition dipole moments, and
other properties. Ultimately, the researchers confirmed 22 stable
direct bandgap silicon structures, several of which exhibit higher
bandgaps and potential for photovoltaic applications, providing
a new theoretical foundation for the design of silicon-based
optoelectronic devices. The second is indirect bandgap. It requires
phonons as a medium for light absorption, leading to lower
absorption efficiency and making it difficult to reduce the material
thickness [M94]. The last is the high sensitivity to impurities.
Although the silicon industry is mature, producing high-purity
monocrystalline silicon remains costly [I[97].

III-V compounds represent another important class of photo-
voltaic materials, offering significant advantages over silicon in
certain applications. These compounds possess direct bandgaps
that can be precisely tuned through doping, enabling their use
across a broad spectrum of optoelectronic devices [M98]. For
instance, gallium nitride (GaN), with a bandgap of approximately
3.4 eV, is widely utilized in blue and ultraviolet LEDs [9Y, 200],
whereas gallium arsenide (GaAs), with a bandgap of about 1.42
eV, is commonly applied in red LEDs [200]. III-V compounds
exhibit superior thermal stability, high defect tolerance, and ex-
ceptional efficiency, making them particularly suitable for ap-
plications in extreme environments, such as space-based photo-
voltaics [201]. Despite these advantages, III-V compounds also

11

pose challenges, including high production costs, the inclusion of
toxic elements, and moderate chemical stability, which may limit
their widespread adoption [T98, P07]. In the exploration of next-
generation photovoltaic materials, perovskites and organic solar
cells (OSC) stand out as two prominent directions.

Perovskite materirals. Perovskite materials have been one of
the most important subjects of study in materials science due to
their outstanding optoelectronic properties and complex crystal
structures [203, 204]. The term "perovskite" refers to the materials
that share the crystal structure of calcium titanate (CaTiOs), an
inorganic perovskite, characterized by a general chemical formula
of ABX3, where A and B are cations, and X is an anion that
bonds with both cations [Z05]. These materials typically adopt
a cubic structure, but various distortions can lead to alternative
configurations [Z05]. Such structural flexibility allows for the
incorporation of a wide range of elements, making the perovskite
family remarkably diverse, with potentially tens of thousands of
possible compositions. Moreover, when considering element sub-
stitution and doping, the number of potential perovskite variants
could exceed millions [20A].

The surge of interest in perovskites began with early demon-
strations of their potential in solar cells, and the power con-
version efficiency (PCE) of perovskite solar cells (PSCs) has
risen dramatically over the past decade, reaching certified values
above 25% [207]. This exceptional performance is largely due
to the unique properties of perovskites, such as their high light
absorption coefficients, direct and tunable bandgaps, high charge-
carrier mobilities, and long carrier diffusion lengths. However,
the prototypical organic—inorganic hybrid lead halide perovskites
are highly sensitive to environmental factors, including moisture,
oxygen, and temperature, and their performance depends on the
presence of toxic lead Pb. As a result, current research is in-
creasingly focused on identifying stable, non-toxic alternatives to
traditional lead halide perovskites. Addressing these challenges
will be crucial for transitioning perovskites from the laboratory to
practical optoelectronic applications.

Machine learning has demonstrated significant potential in ac-
celerating the discovery of high-performance perovskite materials,
especially in terms of predicting photovoltaic efficiency and iden-
tifying stable, synthesizable structures. Various machine learning
models have been successfully deployed to predict key properties
of PSCs, including PCE, short-circuit current density, open-circuit
voltage, fill factor, and external quantum efficiency [ZOR]. In a
recent work, several models are compared for PCE prediction and
XGBoost is identified as the most accurate [209]. Furthermore,
XGBoost has also been utilized to predict recombination losses
in PSCs, revealing insights into dominant recombination mecha-
nisms [2ZI0].

Beyond performance prediction, machine learning plays an
essential role in assessing structural stability and guiding the
synthesis of promising candidates. Machine learning interatomic
potentials models have been developed to predict the crystal
structures of hybrid organic-inorganic perovskites (HOIPs), en-
abling researchers to evaluate the stability of these compounds
accurately [2T1]. Additionally, MLIP has been applied to explore
the dynamic behaviors of metal halide perovskites, shedding light
on their structural characteristics under different conditions [212].
Through a combination of machine learning and molecular dy-
namics simulations, researchers have also investigated the stability
of HOIPs [Z13]. Moreover, machine learning methods are actively



used to identify synthesizable PSCs, which is crucial for material
validation in practical applications [ZT4]. Moreover, machine
learning aids in the search for non-toxic perovskite materials
as well. Active learning has been applied to identify lead-free
white-light LEDs by training models on oxide perovskites and
datasets selected from six halide perovskites using active learning
methods [2T5]. This study successfully predicted photolumines-
cence quantum yield, finding a significant correlation between
ionic radii and PLQY. A simpler machine learning model has
also been applied to identify non-toxic PSCs [ZT6], focusing on
the importance of the dpy orbital in double perovskite doping.
Improving interpretability and identifying chemical patterns is
another key area of development in perovskite-related machine
learning research. Genetic Algorithms (GA) have been used as
a pre-screening tool to aid graph convolutional networks (GCN)
in bandgap prediction, facilitating the identification of relevant
chemical trends [217]. Moreover, decision tree models have been
enhanced to improve interpretability in applications to solid-state
chemistry, enabling researchers to identify significant descriptors
across diverse materials, including perovskites, spinels, and rare-
earth intermetallics [218].

Organic solar cells. Organic solar cells (OSCs) represent another
prominent class of next-generation photovoltaic materials. While
inorganic materials are known for their efficiency and durability,
their production can be costly. In contrast, OSCs offer distinct
advantages, such as lightweight and flexible structures that can
be easily fabricated into various shapes and sizes, along with the
potential for low-cost and scalable production. However, OSCs
generally have lower efficiency and shorter lifetimes, presenting a
significant challenge for widespread adoption [2T9]. The primary
device architecture is bulk-heterojunction, featuring an active layer
composed of interpenetrating networks of donor and acceptor
materials, which facilitates efficient charge separation and trans-
port [220]. The initial breakthrough in acceptor materials came
with the use of fullerene derivatives, such as Cgg [221], which
exhibited promising efficiency and laid the groundwork for further
advancements in OSCs. Soluble fullerene-based acceptors like
PCs1BM and PC71BM have since been developed and attracted
significant attention. However, the inherent limitations of fullerene
acceptors, such as weak absorption in the solar spectrum, diffi-
culty in tuning energy levels, and the propensity for aggregation
and crystallization—have hindered their further development and
highlighted the need for alternative materials [2272].

In recent years, the focus has shifted toward non-fullerene
acceptors (NFAs), which have shown great promise due to their
tunable energy levels, improved absorption properties, straight-
forward synthesis, and better morphological stability. A major
milestone was reached in 2019 with the introduction of Y6 [223],
a new benchmark NFA that achieved a power conversion effi-
ciency (PCE) of 18% [224], garnering widespread attention for
its high performance. Since its introduction, Y6 and related NFAs
have become a central topic in the field, with research efforts
dedicated to further improving performance, understanding the
underlying mechanisms responsible for the high efficiency, and
exploring new applications. The next phase of development in
OSCs will likely involve optimizing Y6 derivatives to further
enhance performance and stability, as well as the continued search
for novel NFAs with unique properties. These efforts aim to push
the boundaries of efficiency while addressing the remaining chal-
lenges related to the lifetime of organic solar cells, paving the way
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for more practical and commercially viable OSC technologies.
In materials science, decision tree algorithms have been widely
utilized to accelerate the discovery of new materials, particularly
for predicting optical and electronic properties of molecules and
materials. The general workflow typically includes collecting
molecular datasets, mapping molecular structures to descriptor
spaces, and then employing machine learning models to learn and
predict key properties like PCE. This approach has seen extensive
application across various studies. Random forest (RF) is used
to predict PCE for non-fullerene acceptors [P25], aiding in the
development of new acceptor materials for MP6 donors. In [226],
RF was applied to predict JSC, assisting in the creation of new
donor molecules compatible with non-fullerene acceptors (NAs).
Additionally, XGBoost is leveraged for high-throughput screening
to predict PCE for DA pairs [2Z27].

Comparative studies have also been conducted on various
decision tree models, with RF often emerging as advantageous in
PCE prediction. RF is used to screen and predict performance for
non-fullerene acceptors (NFA) and broader DA pairs [228] [229].
Meanwhile, other studies have observed that gradient boosting
models exhibit superiority in predicting JSC and VOC, as noted
in [231]. To further enhance model performance, some studies
explore algorithmic improvements. In a recent work [237], by
introducing artificial failure data, RF’ s PCE predictions for
NFAs are observed to be enhanced. Another approach integrates
geometric graph neural networks (GNN), automatically extracting
features from molecular structures, and then uses decision tree
models (such as LightGBM) as a backend for analysis, as de-
scribed in [233]. Additionally, due to the lag in available datasets,
leveraging large language models to retrieve literature can expand
material libraries and accelerate the discovery of novel materials,
which is poined in [230].

2.7 Catalyst Materials

Catalyst materials are defined as a type of substance that has the
capacity to alter the rate of a chemical reaction. It is important
to note that they are not themselves involved in the final product
of the reaction; however, they serve to accelerate or decelerate
the rate of the reaction by modifying the path of the reaction and
reducing the activation energy required for the reaction to occur.
A catalyst retains its chemical nature and quality both before
and after a reaction, and therefore, it can be reused on numerous
occasions.

The history of the application of catalysts can be traced back
several hundred years. Over time, catalyst technology has devel-
oped in a direction that is increasingly efficient, environmentally
friendly and sustainable. It has made significant contributions
to a number of fields, including the chemical industry, energy,
environmental protection, life science and medicine. In recent
years, the field of material synthesis has witnessed a period of
accelerated development, largely due to the advent of advanced
Al technologies. The synthesis of catalyst materials has been no
exception to this trend. Given the extensive scope of catalyst mate-
rials and the diverse applications of corresponding ML technology,
it was deemed prudent to select a representative sample of work
for presentation, taking into account the limitations of author’s
knowledge in this field.

Descriptors play an important role in improving the accuracy
of ML models. While ML techniques can improve the accuracy
of predictions, it is often the case that descriptors determine the



upper limit of the prediction [?34]. Some researchers concentrate
their efforts on the process of searching for additives in the
electrochemical deposition of copper catalysts for the reduction of
CO4 (CO2RR) [239]. The selection of an appropriate combination
of additives for the preparation of the catalyst is a challenging
process. To solve this problem, a strategy comprising three rounds
of learning, integrating experimental outcomes and ML, is devised
and subsequently applied to an additive library. The process
enabled researchers to identify crucial chemical components and
to synthesise the requisite molecules. This work represents a sig-
nificant contribution to the field of experiment-based descriptors.

Furthermore, the analysis of descriptors for product selectivity
in the oxidative coupling of methane (OCM) reaction has been
conducted using ML and physical quantities derived from the
periodic table [236]. One of the principal objectives of this study
is to investigate the selectivity of CoHy/CoHg (Cas). The process
employs the use of hierarchical clustering, random forest clas-
sifier, and support vector classifier. Eventually, three previously
unreported catalysts with high Csos are identified as potential can-
didates, i.e. Ti-V-Ce-BaO, Y-Y-Eu-TiO> and La-Pr-Hf-BaO, and
their performance is subsequently verified through experimental
analysis. The authors additionally examine five additional related
descriptors. The authors additionally examine five related descrip-
tors and conclude that high Css values are associated with low
first ionization energies, electron affinities and electronegativities,
as well as high second ionization energies and densities.

In addition to experiment-based descriptors, there has been
some work utilizing theory-guided descriptors. The SISSO (sure
independence screening and sparsifying operator) descriptors are
expressed as nonlinear functions of intrinsic properties of the clean
catalyst surface [?37]. The authors demonstrated that their method
was more general and accurate in predicting the adsorption energy
of alloys on mixed metal surfaces, even when based on training
data that included only pure metals. In the event that a considerable
number of features are available, the compressive sensing method
SISSO represents an appropriate solution [238]. This approach
has also been applied to the study of other materials, including
perovskite oxides and halides [239] and doped transition metal
oxides [240]. However, this method still has some limitations,
such as the presence of nearly degenerate models, stability issues
when dealing with data perturbations, and unclear physical inter-
pretations [24T]. There is also a lot of work on theory-guided
descriptors from other perspectives, such as intrinsic atomic
property [247], electronic and structural property [243-45] and
others [246-48]. Similarly, efforts have been made to identify
descriptors that integrate theoretical and experimental data [249—
D57).

Additionally, research has been conducted from alternative
perspectives on the subject of catalysts. For example, the utiliza-
tion of active learning in conjunction with DFT calculations to
develop an efficient copper-aluminium electrocatalyst for the con-
version of COz to ethylene is worthy of considerable praise [Z53].
This approach has resulted in the highest reported Faradaic effi-
ciency to date. In their study, the researchers employ probabilistic
models with Gaussian processes, trained with ab initio data and a
set of multifidelity features, to identify high-performance ABO3-
type cubic perovskites capable of catalyzing the oxygen evolution
reaction (OER) [244]. The method is successful in identifying sev-
eral known perovskites, which demonstrate superior performance
compared to the benchmark LaCoOj3. A series of perovskites with
favourable properties are also obtained, including KRbCo2Og,
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BaSrCo,0g, KBaCo20g, and others.

The discovery of single-atom alloy catalysts (SAACs) rep-
resents a significant area of focus within the scientific commu-
nity [254]. In this particular study, they combine first-principles
calculations with compressed-sensing data-analytics methodology.
As a result of this approach, they are able to finalize more than
200 unreported candidate SAACs, some of which exhibit greater
stability than previously observed. Concurrently, their investiga-
tion highlights the significance of data analysis in avoiding bias in
catalytic design.

A recent publication presents an active learning workflow for
the generation of fuel cell catalysts [255]. The authors concentrate
their research on ternary alloys in the form of PtoCoM (in the prac-
tical application of proton exchange membrane fuel cells, PtCo is
the most promising alloy catalyst, while M represents another base
metal element). Guided by theoretical calculations, the researchers
ultimately prepared the PtoCoCu and Pto CoNi compounds through
experimental synthesis. These materials exhibited a large electro-
chemically active surface area of approximately 90 m?/gp, and a
high specific activity of approximately 3.5 mA/cm?.

Researchers leverage local machine learning capabilities to
rapidly and accurately identify structure descriptors by integrating
fundamental physical attributes with graph convolutional neural
networks [256]. They successfully identify 43 high-performance
alloys as electrocatalysts for the hydrogen evolution reaction,
with some candidates already validated. To further validate the
method’s precision, a comprehensive study of AgPd is conducted
through ab initio calculations in a realistic electrocatalytic envi-
ronment.

An intriguing prospect emerges from the utilization of lan-
guage models in catalyst discovery [257]. The discovery of cata-
lyst materials is presented with the aid of a large language model,
designated CatGPT. The focus is on the two-electron oxygen
reduction reaction (2e-ORR), with the model being applied to
identify the catalyst for this process. Ultimately, several materials
that are not present in the database are identified, including RhSe,
CdAg, SnAu, and others.

The field of technology catalysts is vast, encompassing a
multitude of applications for ML technology and its associated
techniques. The aforementioned examples represent a selection
of the most influential or recently developed outcomes, and a
comprehensive account of all relevant findings is beyond the scope
of this discussion.

2.8 High-Entropy Alloys

High-Entropy Alloys (HEAs) are a class of innovative materials
made from five or more elements in nearly equal proportions.
The traditional idea of making alloys is to add other reinforcing
elements to a metal, which has been used extensively throughout
human history. In 2004, the discovery of HEAs offers a distinctive
alloying strategy [258, 59]. These new materials are referred to
as HEAs due to their increased configurational entropy, which was
believed to be the key factor in their stabilization. Although it was
later found that configurational entropy was not as important as
first assumed [260, Z6T]. HEAs have many excellent mechanical
properties and a large component space, which provides a good
platform for material research.

However, when faced with the design of HEAs, conventional
methods hit a major roadblock. Considering only the usual el-
ements of the periodic table, this spans a huge composition



space, which cannot be managed by conventional material design
approaches, such as the calculation of phase diagrams and density-
functional theory [267].

The past decades have witnessed the rapid development of
machine learning, which suggests that it is likely to make a
difference in the area of material design for HEAs [B4]. Some
researchers utilize several ML models including some simple deep
nueral networks and select a conditional random search to be
the inverse predictor to design the new HEAs [263]. And they
successfully find two HEAs with better ultimate tensile strength
and total elongation than the input datasets. Support vector ma-
chine is also utilized to tackle problems of HEAs [264]. In their
approach, the emphasis is on the framework of hyperparameter
tuning and the use of weighted values. Through experiments,
they discovere that their architecture performs very well and even
exceeds the results of artificial neural network (ANN). There
is also some work on comparing the effectiveness of different
methods. Researchers test three different ML algorithms, namely
K-nearest neighbours, SVM, and two ANNS, i.e. the unsupervised
self-organizing maps and the supervised multi-layer feed-forward
neural network (MLFFNN) [265]. They conclude that MLFFNN
performs better. There is also some work that has tested Logistic
Regression, Decision Tree, SVM, Random Forest, Gradient Boost-
ing Classifier, and ANN. They claim ANN exhibits the highest
accuracy [Z66].

All of the work described above is an attempt to employ ML
techniques, but does not fully incorporate the characteristics of
HEAs themselves. The dataset for HEAs is not large enough, so
there is a need of the architectures that can be trained from small
samples to produce sufficiently adaptive structures. Some recent
work considers this issue to some degree.

The first work to mention is about active learning. A typical
example illustrates the successful implementation of an iterative
approach for the synthesis of new HEAs [Z67]. Their workflow
is a closed-loop where ML techniques, DFT, thermodynamic
calculations and experiments are used in the process. Their re-
search focuses on the design of high-entropy Invar alloys with
low thermal expansion coefficients (TEC), and they investigate
FeNiCoCr HEAs and FeNiCoCrCu HEAs. From their data, it is
known that the HEAs find have lower TEC and higher config-
urational entropy compared to past materials. In addition to the
ability of discovering new HEAs, one of the greatest strengths of
this workflow is its efficiency: the entire process of their work
takes only a few months, whereas in the past the corresponding
discoveries could have taken several years and more experiments.
It is notable that other efforts have proposed frameworks with a
similar structure [267].

Some researchers employ a deep network architecture with
residual connections to predict the phase formation in HEAs [26R].
And compared to traditional NN, the overall accuracy of this
framework could achieve 81.9%. This work provides a new
approach for realizing phase formation prediction of HEAs and
is also of great significance for designing new HEAs.

Some researchers have devised a novel type of NN, designated
the elemental convolution neural network (ECNet), which is ca-
pable of attaining global element-wise representations [269]. The
authors investigate FeNiCoCrMn/Pd systems using ECNet and the
data obtained from DFT. The authors also use transfer learning
to make enhancements to the performance of the network. By
employing this framework, the concentration-dependent formation
energies, magnetic moments, and local displacements in a number
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of sub-ternary and binary systems can be obtained.

The application of ML to the analysis of materials microstruc-
ture provides a basis for the reverse engineering of alloys, which
is then integrated with the accumulated knowledge of human
experience. As a result of employing their own methodologies,
the team makes a discovery that leads to the identification of a
novel alloy, provisionally named as 9% Cr steel [270]. The authors
posit that the success of the approach can be attributed to the
optimization of NN structures and the fine-tuning of associated
parameters.

Some of the work described above does effectively mitigate
the problem of small size of datasets. However, the quality of the
datasets and the selection of appropriate ML techniques remain
problematic.

2.9 Porous Materials

Porous materials are a class of materials with a pore structure
filled with holes or voids of varying sizes. The size, shape and
distribution of the pores determine the properties of the material.
Porous materials usually have a high specific surface area, low
density and good adsorption capacity, which give them a wide
range of applications in a variety of fields, such as the chemical
industry, energy, environment and biomedicine. Zeolites are a
representative class of porous materials. Newly emerging porous
materials, including metal-organic framework materials (MOFs),
covalent organic framework materials (COFs), and carbon-based
porous materials, have expanded the range of applications of
porous materials [2Z71, D’772].

In recent years, there have been significant developments in the
field of Al, with notable advances in the area of porous material
synthesis. Given that zeolites were synthesised earlier and are
more widely used than other porous materials, it is unsurprising
that research has been conducted into the Al-assisted synthesis
of zeolites. In their study, the researchers employ a generative
adversarial network, designated as ZeoGAN, to generate 121
crystalline porous materials [I0]. The neural network receives
inputs in the form of energy and material dimensions, and the
results demonstrate that zeolites with a desired range of 4 kJ/mol
methane heat of adsorption can be produced with reliability. Four
years later, work employing diffusion modelling in the context
of porous materials is published [273], and the corresponding
architecture is known as ZeoDiff. The authors assert that the
diffusion model outperforms the ZeoGAN with regard to structural
validity, exhibiting an improvement in performance of over 2000-
fold. Furthermore, the authors implement conditional generation,
namely the generation of structures with user-desired properties,
with ZeoDiff. In order to achieve conditional generation, it is
necessary to make adjustments to the network, such as integrating
an additional channel that is closely relevant to the property of
interest.

The synthesis of MOFs is a more complex and challenging
process than that of zeolites. There are over 100 known species
of atoms that can form MOFs, with an average number of atoms
per unit cell that is significantly higher than that of zeolites. The
variation autoencoder (VAE) has already successfully applied gen-
erative modelling to MOFs [274]. A VAE framework, designated
SMVAE, is employed for the generation of MOFs. The structural
validity of SMVAE is demonstrated to be 61.5%. By focusing
on the adsorption capacity of COs in their model, the authors
demonstrate the ability to modulate the CO, adsorption capacity



and selectivity of the material. The top-performing MOF they have
discovered has a CO4 capacity of 7.55mol/kg and a selectivity over
CH,4 of 16. A generative Al framework called GHP-MOFassemble
is proposed in the study. [Z75]. The GHP-MOFassemble method
is employed to synthesise MOF linkers, which are then utilized
with one of three pre-selected metal nodes (Cu paddlewheel, Zn
paddlewheel, Zn tetramer) to form MOFs with a primitive cubic
topology. The generation of linker molecules is achieved through
the utilization of DiffLinker [276]. Molecular fragments with high
expression levels are extracted from the existing database. The
aforementioned molecular fragments are employed to obtain link-
ers, which in turn facilitate the generation of MOFs. Subsequently,
the MOFs were evaluated using a predictive model, resulting in
the identification of six MOFs with a CO; capacity exceeding 2
mmol/g, indicative of high performance. Researchers put forth a
coarse-grained (CG) diffusion model, designated MOFDiff, which
is capable of generating CG MOF structures through a denoising
diffusion process [277]. The authors put forward the proposition
that template-based methodologies can serve to constrain the
search space and preclude the inclusion of viable materials. Con-
sequently, they have devised a process for the generation of MOFs
which entails the direct identification of coarse-grained building
blocks within three-dimensional coordinates. As a subsequent pro-
cessing stage, an additional MOF assembly procedure is necessary
to orientate the components and ascertain the interconnectivity
between them. The utilization of MOFDiff has led to the identifi-
cation of potential candidates for high CO4 working capacity, with
nine of the current top ten being generated by this framework. The
rencent work makes use of signed distance functions (SDFs) [278].
They introduce a latent diffusion model, MOFFUSION, which
utilizes SDFs as the input representation of MOFs. The model
demonstrates a high structural validity of 81.7%. Additionally, the
authors illustrate its capacity for conditional generation across a
range of data modalities, including numeric, categorical, text data,
and their combinations.

In addition to zeolites and MOFs, research has been conducted
into the use of Al in the inverse design of other porous ma-
terials. To illustrate, a methodology employing ML approaches
for the identification of highly porous carbon materials has been
devised [279]. A methodology employing quantitative structure—
property relationships in conjunction with machine learning tech-
niques has been developed for the purpose of forecasting the
properties of COFs. This methodology utilizes the structural
characteristics of the solvents and COF building blocks [280]. Fur-
thermore, the integration of machine learning (ML) with porous
media has facilitated a multitude of advancements across diverse
research domains [Z&1, P87]. The application of ML technology
in the synthesis of porous materials is now widely acknowledged.
Further attempts are currently underway.

3 THE DEVELOPMENT OF Al METHODS IN MATE-
RIALS SCIENCE

In this chapter, we present a comprehensive review of the advance-
ments in Al technologies within the field of materials science.
Drawing upon recent trends and the growing significance of Al,
we explore traditional machine learning methods, geometric graph
neural networks (GNNs), discriminative Al, generative Al, and
large language models (LLMs). As illustrated in Figure B, GNNs
are classified into invariant and equivariant models. Invariant
GNNs are extensively applied in discriminative Al for predicting
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material properties, thereby enabling high-throughput screening.
In contrast, equivariant GNNs are predominantly employed in
generative Al to facilitate structural predictions of materials. Next,
we provide a detailed overview of the development of these
algorithms and their applications in materials discovery.

3.1

We categorize techniques such as random forests, convolutional
neural networks (CNN), support vector machines (SVM), and
multilayer perceptrons (MLP) as traditional machine learning
methods. These algorithms are among the most commonly applied
in materials discovery, with each offering distinct advantages
in addressing different design challenges. Random Forest, as an
ensemble method, combines the predictions of multiple decision
trees to reduce the risk of overfitting from individual trees. Its
formula is given by

Traditional Machine Learning Methods

1N
§= 5 2 hi(@), (1)
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where ¢ represents the final prediction, /N denotes the number
of trees in the ensemble, and h;(x) refers to the prediction
made by the i-th tree [Z83]. The decision tree, renowned for its
interpretability, performs classification by recursively splitting the
data. While decision trees are prone to overfitting, this risk can be
mitigated by controlling the depth of the tree. Common splitting
criteria include the Gini coefficient and entropy, with entropy
defined as:

n
Entropy(D) = — > _ p;log(p;), 2)
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where D is the dataset, and p; is the probability of class % in
the dataset [284]. The SVM finds an optimal hyperplane that
maximizes the margin between classes; for nonlinear data, it
uses kernel functions to map data to a higher-dimensional space,
optimizing min,, p %|w|2 to determine the hyperplane, where w is
the weight vector and b is the bias term [’85]. The MLP is a neural
network with at least one hidden layer, which minimizes mean
squared error (MSE) via backpropagation to learn from complex

data. Its MSE formula is
MSE — . ;)
= ;(y §i)°,
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where n denotes the number of samples, ¥; is the true value, and
1; is the predicted value [28A, P¥7]. Furthermore, MLP utilizes
nonlinear activation functions, such as ReLU, to capture complex
data features. Together, these algorithms exhibit strong capabilities
in addressing the high-dimensional, nonlinear challenges inherent
in materials science and design.

In the design of nonlinear responses for mechanical metamate-
rials, neural networks, when combined with evolutionary strategies
within an optimization framework, enable the precise engineering
of metamaterials with specified stress-strain behaviors [288]. PCA
generates a stress-strain dataset consisting of 7,500 elements, ef-
fectively reducing data dimensionality to facilitate neural network
training. With precise stress-strain behavior design, the relative
error in the test set is as low as 4.8%, supporting personalized
material design for applications such as soft robotics and en-
ergy absorption systems. This method introduces innovation by
controlling the nonlinear response of metamaterials through ge-
ometric parameter optimization, thereby enhancing the efficiency
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of nonlinear mechanical metamaterial design and expanding their
potential in smart device applications.

In alloy optimization, multiple regression algorithms are em-
ployed to predict the hardening curves of boron steels, thereby
improving alloy design. Using experimental hardening curve data
from 62 boron steels, with input variables including chemical com-
position, Jominy bar distance, and material hardness as the output,
a 10-fold cross-validation is applied to evaluate various regression
algorithms [Z89]. The random forest model demonstrates the high-
est correlation coefficient and lowest error, facilitating the design
of boron steel alloys with enhanced hardening performance. This
model shows considerable potential for commercial application in
software such as JMatPro ¥, underscoring the significant role of
machine learning in optimizing material performance.

In the field of optical metasurface solar absorber design, deci-
sion tree and random forest regressors are employed to optimize
geometric parameters for spectral absorption [290]. Using data
from full-wave electromagnetic simulations, PCA reduces dimen-

2. https://jmatpro.cn/
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sionality, enhancing computational efficiency. The random forest
model achieves high prediction precision for spectral absorption,
with an R? value of 0.99, improving the design efficiency of
solar absorbers for green energy applications and paving new
pathways in optical material design. To accelerate the develop-
ment of polymeric biomaterials, various machine learning models,
including deep learning, random forest, and Gaussian process
models, process the physical properties of polymers encoded by
SMILES notation and molecular descriptors [P91]. These machine
learning models significantly enhance the design of novel polymer
materials, optimizing physical, electrical, and rheological proper-
ties under data-scarce conditions, thereby accelerating progress in
polymer biomaterials within the medical field.

In real-time topology optimization, support vector regression
(SVR) and k-nearest neighbors (KNN) models generate optimized
material distributions [292]. Through feature extraction and PCA
for dimensionality reduction, simplified design variable vectors
from direct optimization serve as training inputs. The model adapts
structures rapidly to different external loads, supporting appli-
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cations in short beam structure optimization and illustrating the
potential of machine learning in real-time structural optimization
for complex industrial structures.

CNN [293] represent a powerful class of deep learning al-
gorithms, particularly well-suited for processing images and se-
quential data due to their capability to efficiently extract complex
features. Widely applied in computer vision and related scientific
fields, CNN perform a series of convolution operations across
multiple layers, progressively abstracting high-dimensional input
data into lower-dimensional representations. This hierarchical
feature extraction enhances their effectiveness in tasks such as
pattern recognition and predictive modeling. Mathematically, the
convolution operation in each layer [ with filter k is expressed as:

M—-1N-1
ffj = Z Z Wﬁ%n “X(itm)(j+n) T bkv

m=0 n=0

“4)

where ffj denotes the output feature map for filter k at spatial
position WX represents the weights in the convolutional ker-
nel k of size X(i+ml)c(j+n) is the input feature map from the
previous layer, and b" is the bias term associated with filter k.
Unlike traditional neural networks, CNN use a combination of
convolutional layers, pooling layers, and fully connected layers,
allowing them to detect spatial and positional relationships within
structured data effectively. In materials science, CNN have become
increasingly instrumental in optimizing material properties and
structural design, yielding notable advancements in the topology
optimization and inverse design of complex materials.

A CNN architecture based on ResNet [294] is proposed
for the topology optimization of nonlinear structures, specifi-
cally targeting large-deformation hyperelastic materials such as
neo-Hookean materials [295]. The study generates an extensive
dataset, consisting of 15,000 data pairs for linear elastic materials,
18,000 pairs for hyperelastic materials, and 20,000 pairs for linear
stress materials, all aimed at optimizing material distribution to
achieve maximal structural performance. By integrating the resid-
ual learning capabilities of ResNet with the U-net architecture, the
model attains a Dice similarity coefficient of 0.964 in nonlinear
material topology optimization, significantly improving both pre-
dictive accuracy and optimization efficiency. This method offers a
robust tool for structural optimization of hyperelastic materials and
highlights the potential of machine learning in addressing complex
nonlinear topology optimization challenges in materials science.

A transfer learning framework integrating CNN with sim-
plified machine learning (SML) techniques is applied to design
a novel steel alloy with superior rotating bending fatigue re-
sistance [29€]. Utilizing a database of 411 samples, the study
extracts static mechanical performance features and employs a
transfer learning model to predict fatigue strength, leading to the
design of Alloy R—an innovative alloy with fatigue strength that
significantly surpasses that of existing alloys. This novel appli-
cation of transfer learning effectively reduces data requirements,
providing a practical solution for high-cost property predictions
such as fatigue strength. Moreover, it establishes a theoretical
foundation for exploring the relationship between fatigue perfor-
mance and alloy design, offering valuable insights for material
engineers. Additionally, a CNN-based approach is developed to
predict the toughness and strength of composite materials under
crack conditions, with finite element models generating data that
treat composite materials as 8x8-pixel images with binary values
representing different material properties (e.g., soft or hard) [297].
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The CNN model achieves prediction accuracy exceeding 98%,
enabling high-performance composite design even under data-
scarce conditions. This research highlights the potential of ma-
chine learning to facilitate accurate design with minimal data, pro-
viding a foundational method for reverse engineering in composite
materials, and demonstrating the effectiveness of ML in enhancing
material design efficiency and predictive accuracy.

In this section, we review the development and application
of traditional machine learning algorithms in inverse design of
materials. These algorithms have provided significant impetus for
material discovery. Although they emerged early, this does not
imply that they are outdated; different problems and scenarios
require the selection of appropriate algorithms.

3.2 Geometric Graph Neural Networks

The prediction of properties and structures of crystalline materials
has long been a crucial task in materials science. Due to the
need to account for complex symmetry constraints, crystal data
are challenging to model using conventional networks like CNN.
Geometric GNNs are models designed to process graph data with
geometric information (e.g., spatial coordinates and angles) and
are well-suited for studying spatial structures like molecules, pro-
teins, and materials. Based on scientific requirements, geometric
GNNs are categorized into two types. The first type, Invariant
GNNs, maintains invariant outputs under euclidean transforma-
tions, making them ideal for predicting properties like band gaps,
formation energies, and 7., which are independent of the absolute
position and orientation of the material structure. The second type,
Equivariant GNNs, updates both invariant and equivariant features
such that outputs change in the same way as the inputs under
geometric transformations, making them particularly effective for
capturing directional relationships in applications like material
structure prediction and generation.

Graph Neural Networks. GNNs differ from traditional neural
networks in that they operate on graph-structured data rather than
tensor-structured data. A graph G := (A, H) represents a graph
with N nodes, characterized by its adjacency matrix A and node
feature matrix H. The core idea of GNNs is message passing,
where, as the graph propagates forward, the features stored at
node ¢, denoted as h;, are updated based on information from its
neighborhood

= oupa | hi, ED h;
JEN;

&)

The equation illustrates how the feature h of node 7 is updated
through a message passing mechanism. In this framework, the
function 0,4, which is typically a nonlinear activation function,
takes as inputs both the original feature h; and an aggregated
summary of the features h; from neighboring nodes j within the
set \V;. The aggregation operator ) can encompass operations
such as summation, averaging, or taking the maximum. This
methodology enables node ¢ to effectively incorporate information
from its local neighborhood, thereby enriching its updated feature
representation. This mirrors the behavior of physical systems,
where long-range correlations are governed by local interactions.
Specifically, when features include spatial information—typically
represented as three-dimensional vectors—the networks are cate-
gorized as geometric GNNs, denoted as G = (A H, X ), where



TABLE 1: Basic notations. Following Jiaqi Han [35] notation conventions, we present the commonly used symbols in this table.

Notation Description
G:=(AH) Represents a graph with N nodes, characterized by its adjacency matrix A and node feature matrix H.
G:= (A H, )2) A geometric graph incorporating a 3D coordinate matrix X in addition to A and H.
N; The set of nodes neighboring node 7.
h; € R The feature of node ¢, containing C}, attributes.
u The global state vector
(4>) This denotes an aggregation of neighboring node features, like sum, mean, or max.
Z; € R3 The 3D spatial coordinates of node 4.
V; € R3%C The multi-channel 3D vector representing node 3.
‘72.(1) € RGIHDXCr  The type-l irreducible vector associated with node i.
e;; € RCe The edge feature vector from node j to node i.
G, g The group G and its element g, relevant to transformations in the graph.
X, ® Operators for vector operations: cross product X and Kronecker product ®.
Rcg Clebsch-Gordan tensor products.
y® (@) € R2H1T The type-l spherical harmonic vector evaluated at point &.
DW(g) The I-th degree Wigner-D matrix for rotation g € SO(3).
b0, 0,0 Functions realized through MLP.
L Loss function.
w Weight matrix.

—

a geometric graph incorporates a 3D coordinate matrix X in
addition to A and H.

To establish a framework for categorizing various types of geo-
metric GNNs, we first present the message passing neural network
(MPNN) [29%]. In this framework, features h; are associated with
nodes and are iteratively updated at each hidden layer

/
b} = oupa | hi, @ mi; |,
JEN;

(6)

while messages m;; are stored on the edges, serving as update
buffers for the connected nodes.

)

B mu.

(k‘l)EN(ij)

o
M = Omsg

h’i7 h]7

Messages guide the feature updates and propagate along the edges,
thereby reinforcing the locality principle in GNNs.

Invariant Geometric GNNs. Invariant geometric GNNs can
be classified according to the scalar geometric quantities they
utilize for message passing, such as pairwise distances, triplet-
wise angles, and quadruplet-wise torsion angles. In the following,
we will introduce one model from each category as an example.

SchNet [29Y] is one of the earliest invariant GNNs models,
developed as a variant of the deep tensor neural network [300]
for modeling atomic structures. In SchNet, continuous filters are
employed to capture interaction terms based on the pairwise
distances between atoms

hi=h;+ > m; h;, (8)
JEN;
mj; = W(||&; —Z;]]), 9)

where W denotes the learnable filter. The filter employs Gaus-
sians as radial basis functions in its first layer to encode pairwise
distances.

en(|&: — &) = exp(—y([|1€; = &5l — ). (10)
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Notably, later studies [B01] have shown that spherical Bessel
functions serve as more effective basis. Other distance-based
models include CGCNN [B0OZ] and PhysNet [303]. While simple
and effective, these models are limited in that they cannot distin-
guish between molecular structures that have identical pairwise
distances but differ in bond angles.

DimeNet [B04] goes to triplet information by introducing
directional message passing

l
mj

i = Omsg | Mji, (11)

D |,

JEN;\{i}

where mj; denotes a directional message passed from node
7 to node ¢, which is updated by iterating over all messages
directed toward node j, excluding those from node ¢. The angle
information Zijk can be computed, enabling the differentiation
of structures with varying bond angles. While DimeNet represents
an advancement over SchNet by capturing angular information, it
still cannot resolve torsions or distinguish chiral structures.

SphereNet [BOS] also applies a directional message passing
approach, but with further refinement. It introduces “spherical
message passing” using a local spherical coordinate system. The
messages encode not only polar angles, such as Zijk and Zijk',
but also the azimuthal angle between &, — €; and L — &;.
This allows SphereNet to capture complete geometric information
around node j, including quadruplet torsional angles. Conse-
quently, SphereNet can distinguish chiral structures, achieving
SE(3)-invariant, whereas prior models were limited to E(3)-
invariance. Although there still are failure cases where SphereNet
cannot distinguish certain configurations, such scenarios are theo-
retically possible but highly improbable in natural settings. Later
research [BOA] proposed quaternion message passing, which en-
codes these geometric features more efficiently. Other models in
this category include GemNet [307] and ComENet [308].

Equivariant Geometric GNNs. Geometric GNNs achieves equiv-
ariance in two main ways: one approach achieves scalarization-
based models through inner product operators, while the other
utilizes group representation theory, spherical harmonics, and



tensor product methods. Finally, we introduce several works that
integrate attention mechanisms into Geometric GNNs models,
significantly enhancing their expressive power.

To achieve equivariance, there is still much work [B09—
311] implemented a scalarization-based models approach, with
equivariant graph neural networks (EGNNs) [B0Y9] being the
most prominent. This model does not require costly higher-order
representations; instead, it first converts the 3D coordinates into
invariant scalars, specifically squared distances ||&; — &;||%, and
then uses this invariant information, node representations, and
edge attributes to perform edge message passing:

mi; = oy (hi, hy, |8 — &%, e5) 12)

where e;; represents the edge attributes between the i-th and j-th
nodes, and h; denotes the node representations of the ¢-th node.
Geometric messages can be expressed as:

My = (T; — &5)o2 (M),

13)

where &; and &; represent the coordinates of the i-th and j-th
nodes, respectively. Node features are updated by passing invariant

messages:
!/
h’i = 03 (h“ E JEN: mij> ,

the position of each atom is then updated using a vector field
along the radial direction; in other words, each atom’ s position
is updated by a weighted sum of all relative vector differences:

T=aityd i, (15)

where 01, 02, 03 are multi layer perceptrons, and -y is a predefined
constant equal to 1/(M-1), where M is the number of atoms.

In addition to coordinates, a node’s vector information can
include attributes like velocity and acceleration. GMN [317]
introduced a multi-channel vector representation V; € R3*C for
each node to capture these attributes. Prior to message passing,

(14)

. V. Vij
these vectors undergo a scalarization process: —=+'=——, where
~ IVij Vigllr
Vi;j = Vi — V;. This subtraction ensures that V;; remains

translation-invariant. Many studies, such as ClofNet [313], achieve
scalarization and preserve equivariance by constructing local
frames. Other works, like those in [B14, BI5], follow similar
approaches. Specifically, the message passing is conducted as
follows:

mi; = o1 (hihy, Vi Fy ), (16)
where I'?‘Z 4 1s translation-invariant [B3]. Many other GNNs achieve
scalarization through inner product operators while maintaining
equivariance, such as GVP-GNN [316], LEFTNet [317], Frame
Averaging [BT8], and EGHN [319].

By combining the Wigner-D matrix D (g) [B20], spheri-
cal harmonics Y (%) € R?*!, and the clebsch-gordan (CG)
tensor product ®c,, e3nn [BZI] and TFN [B20] offer a neural
network approach capable of handling 3D data while preserv-
ing equivariance to rotations, translations, and inversions. This
integration enables the network to learn richer and more robust
feature representations. The Wigner-D matrix represents the ir-
reducible representations of the SO(3) group (the 3D rotation
group) and describes the rotational behavior of angular momentum
in quantum mechanics. Wigner-D matrices ensure that network
layers maintain equivariance under rotation. Spherical harmonics,
functions defined on the unit sphere that are equivariant under
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SO(3), can be extended to the entire R3 space and are used to
construct equivariant polynomials. In e3nn, spherical harmonics
are applied to build equivariant convolutional layers that can
process point cloud data in 3D space. Their equivariance enables
the network to learn features that are invariant to rotation. The
CG tensor product combines two irreducible representations of
angular momentum into a new irreducible representation that
retains equivariance. The e3nn framework leverages the CG tensor
product to combine outputs from different layers and construct
complex equivariant operations, such as convolutions and attention
mechanisms. The CG tensor product ensures that these operations
remain equivariant under rotation, allowing learned patterns to be
invariant to transformations in 3D space. By employing higher-
order representations (I > 1), these networks can capture complex
3D spatial relationships, which traditional convolutional neural
networks struggle to achieve.

Steerable E(3) equivariant graph neural networks (SEG-
NNs) [B22] can handle geometric and physical information con-
tained in node and edge attributes, such as position, force,
velocity, or spin. SEGNNs integrate this information into the
message passing and node updating functions and introduce a
new class of equivariant activation functions, based on manipu-
lable node attributes and manipulable multi-layer perceptrons ,
allowing for the injection of geometric and physical information
into the node updates. Neural equivariant interatomic potentials
(NequlP) [B23] use a similar approach to learn interatomic po-
tentials from ab initio calculations. NequlP provides significant
improvements in the accuracy and efficiency of molecular dynam-
ics simulations, facilitating the application of this method across
a broader range of research fields. The research of Wang and co-
workers [324] enhances the prediction accuracy and computational
efficiency of material potential energy surfaces and physical prop-
erties by replacing traditional multilayer perceptrons (MLP) with
Kolmogorov-Arnold networks (KAN) in various machine learning
frameworks.

In summary, there is still much work to be done on neural
networks based on the integration of Wigner-D matrices, spherical
harmonics, and CG Tensor Products, such as DimeNet [B29],
SCN [B26], eSCN [327], MACE [328], PaiNN [329], and Alle-
gro [B30].

Transformers have demonstrated remarkable capabilities in the
field of large language models, primarily due to their attention
mechanism. A natural consideration is to incorporate this atten-
tion mechanism into graph neural networks. Metaproposed the
equivariant graph attention transformer for 3D atomistic graphs
(Equiformer) [B31], which combines the Transformer architecture
with SE(3)/E(3) equivariant features based on irreducible repre-
sentations, introducing an equivariant graph attention mechanism.
By replacing traditional dot product attention with multi-layer per-
ceptron attention and integrating nonlinear message passing, this
approach enhances the attention expressiveness of transformer.
The network employs equivariant operations, such as independent
linear transformations, layer normalization, and depth-wise tensor
products, to handle different types of vectors while processing
3D graph structures through embedding layers and Transformer
blocks. Meta further introduced EquiformerV2 [332], an advance-
ment over Equiformer, with key architectural improvements to
enhance stability, computational efficiency, and model expressiv-
ity. EquiformerV?2 incorporates an additional normalization layer
preceding attention weight computation to stabilize the training
process, and it refines the nonlinear activation function to more



effectively handle representations across different orders. This
approach uses specialized activation functions for each order and
independently normalizes vectors to preserve their relative impor-
tance. Leveraging eSCN convolutions, EquiformerV2 simplifies
the computation of SO(3) tensor products by transforming them
into SO(2) linear operations, significantly reducing computational
complexity. These innovations enable EquiformerV2 to achieve
improved accuracy and efficiency on large-scale and complex 3D
atomic graph datasets, particularly through the effective utilization
of higher-order irreducible representations.

A prominent method integrating attention mechanisms with
GNNs is Graphormer [B33], a GNNs built on the standard
Transformer architecture. Graphormer excels in a range of graph
representation learning tasks by proficiently encoding the struc-
tural information of graphs. It introduces several straightforward
yet effective structural encodings—namely, centrality encoding,
spatial encoding, and edge encoding—which enhance its abil-
ity to model graph-structured data. Theoretical analysis further
underscores Graphormer’ s expressive power, proving that nu-
merous popular GNNs variants can be viewed as special cases
within its overarching framework. There are many similar ap-
proaches that combine attention mechanisms with GNNs, such
as SE(3)-Transformer [B34], TorchMD-Net [335], and LieTrans-
former [B36].

3.3 Discriminative Al

Introduce to Discriminative AI. A common task in inverse
design of materials involves leveraging Al to predict the physico-
chemical properties of materials, enabling high-throughput screen-
ing based on these properties. Discriminative models are primarily
employed to directly predict the category (e.g., superconducting
material, magnetic material) or label (e.g., formation energy, 7.)
associated with a given input (e.g., crystal structure, chemical
composition). These models focus on learning how to map input
data to the corresponding output labels. The objective of discrim-
inative models is to infer the conditional probability distribution
P(y | z) of the target variable y, given the input features z.

CGCNN. The crystal graph convolutional neural network
(CGCNN) [I73] is one of the earliest tools to use graph neural
networks for predicting material properties. Compared to DFT
calculations, CGCNN achieves comparable or slightly better ac-
curacy in predicting properties such as formation energy, band
gap, Fermi level, bulk modulus, shear modulus, and Poisson’s
ratio, with significantly faster computational speed. By analyzing
the energy of each site in perovskite structures, CGCNN aids
in the discovery of new stable perovskite materials, significantly
reducing the search space for high-throughput screening.

Specifically, CGCNN uses an undirected multilateral graph
to represent atoms and chemical bonds as nodes and edges,
respectively. In this graph, the i-th node is represented by the
feature vector h;, which corresponds to the properties of the i-
th atom. Each edge (i,)r is represented by the feature vector
m; ), corresponding to the k-th bond between atoms i and j.
Atoms are considered to be connected if the distance between
them does not exceed 6A. For discrete values, such as atomic
numbers, a unique one-hot vector is used for direct embedding.
For continuous values, such as bond lengths, the value range is
divided into 10 intervals, and the value is encoded using a one-hot
vector.

In the model, two types of neural networks are employed:
graph convolutional networks (GCN) and fully connected net-
works (FCN). Convolutional layers are used to aggregate infor-
mation from the neighboring atoms around each atom,

REDE _ Cony (h,(t), h§t>’m(i,j)k) LGk €G, (7
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where h,ET) represents the feature vector of node ¢ after T’

convolutions. The pooling layer uses normalized summation as
the pooling function to generate a feature vector representing the
entire graph. Finally, the target property ¢ is predicted through two
fully connected layers. A loss function J(y, ) is defined, and the
model parameters are updated by minimizing this loss function,

win J(y, f(C; W), (18)

where the W represent weights of the CGCNN, f is a function
means that maps the crystal C to the target property ¢.For more
specific details, please refer to the original paper [[73].

MEGNet. The materials graph network (MEGNet) [[/5] is a
general material graph network model capable of accurately
predicting the properties of both molecules and crystals. The
model outperforms previous machine learning models in predict-
ing various properties. Due to the lack of embedding the entire
crystal structure in earlier models, MEGNet introduces global
state attributes to the graph representation, including temperature,
pressure, and entropy. MEGNet is trained on the QM9 [B37]
molecular dataset and the Materials Project (MP) crystal dataset.
On the 13 properties in QM9, MEGNet outperforms previous
models in predicting 11 of them. On the MP dataset, which
includes 60,000 crystals, MEGNet not only outperforms earlier
ML models but also achieves higher accuracy than DFT on a larger
dataset.

In the model, the feature vector of the edge is updated by
applying a specific update rule that incorporates information from
both the node features and the edge’s previous state. This process
ensures that the edge representation evolves through successive
layers, capturing the interactions between atoms in the crystal
structure

my, = ¢ (h; Dh; Dm;; ®u), (19)

where ¢, is the bond update function, & is the concatenation
operator, h; and h; are the i-th atom and j-th atom corresponding
feature vector respectively, and w is the global state vector. Next,
the feature vector of each atom is updated by
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where N/ is the degree of atom i, and ¢, is the atom update
function. Finally, the global state attribute is updated,

(20)
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where ¢,, is the global state update function. The model combines
two layers of FCN and MEGNet modules into a large MEGNet



block. Multiple MEGNet blocks are then connected through a
residual network, enabling the model to have deep hidden layers.

ALIGNN. The atomistic line graph neural network
(ALIGNN) [B3%] introduces an innovative GNN architecture
that alternates message passing between atomic bond graphs
and line graphs (capturing bond angles) to explicitly incorporate
critical geometric information often overlooked by traditional
GNN models. Compared to models solely based on interatomic
distances, ALIGNN significantly improves the accuracy of
material property predictions. Its dual-graph message-passing
mechanism, combined with edge-gated convolution, efficiently
updates both node and edge representations. Tests on datasets
like JARVIS-DFT, Materials Project, and QM9 demonstrate that
ALIGNN not only outperforms existing GNN models (such
as CGCNN, MEGNet, and SchNet) in predicting properties
like formation energy and band gaps but also maintains
high computational efficiency and robust generalization. By
incorporating bond angle information into the GNN architecture,
this work provides a powerful tool for accelerating materials
design and discovery, with its open-source code and datasets
further promoting advancements in materials science research.

In ALIGNN models, the node feature embedding and convolu-
tion design is similar to CGCNN, but the feature vector is updated
using the edge-gate graph convolution.

s — o(mi;) (25)
! ZkeM o(mi) +¢€
hj = h; + SiLU | Norm [ Wh; + Y 1 jWyh; | |,
JEN;
(26)
m;; = m;; + SiLU (Norm (Ah; + Bhj + Cmj;)), (27)

where W, Wy, A, B and C are learnable parameters, o is
sigmoid function, SiLU is sigmoid linear unit, and Eq. 7 is
equivalent to gating term in CGCNN.

An ALIGNN layer consists of edge-gated graph convolutions
on both the bond graph (g) and its line graph (L(g)). To avoid
confusion between the node and edge features in the atomistic
graph and its line graph, we denote atoms, bonds (nodes in the
line graph), and triplets (angles between bonds) as h, m, and ¢,
respectively. The line graph convolution generates bond messages
m, which are propagated to the atomistic graph and combined
with atomic features h to update bond representations,

H',t' = EdgeGatedGraphConv (L(g), m,t),
h',m’ = EdgeGatedGraphConv (g, h, H') .

(28)
(29)

OGCNN. The orbital graph convolutional neural network
(OGCNN) is a crystal graph convolutional network that incorpo-
rates atomic orbital interaction features [339]. Beyond accounting
for orbital contributions, the authors introduce a technique known
as the orbital field matrix (OFM) [340], which captures orbital
interactions by leveraging the electron configurations of both
the central atom and its neighboring atoms. The study evaluates
various properties, including formation energy, band gap, and
Fermi energy. Results indicate that the model achieves improved

21

predictive accuracy over CGCNN, underscoring the critical role of
orbital-orbital interactions. The OFM is defined as

M
X =0+ 070" 0en((ren)

n=1

(30)

where X ¢ represents the OFM for the central atom. O° and
O" represent the 1D binary vectors for the central atom and
neighboring atoms. M denotes the number of neighboring atoms.
0., denotes the solid angle between center-neighbor pairs in
the Voronoi cell and ((r.,) denotes the function related to the
distance between central and neighboring atoms, which can be
selected as required. The total framework contains four modules:
input module, encoder-decoder modules, graph convolution mod-
ule and output module. The input module processes the atom
configuration and OFM features, and output vectors containing
information about basic atoms and OFM. The purpose of the
second module is to learn significant information among atoms
by a MLP. The operation in the graph convolution module can be
expressed as

‘/i, == W‘FZO’(Z(i,j)ka + bf)

(3D
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where z(; ;) = Vi@ V;@u( ), U, j), contains the information
of kernelized distance features, o denotes a sigmoid function and
g denotes the softplus function. The OGCNN architecture uses
a total of three convolutional operations and what follows is a
summation operation. finally, in the output module, a pooling layer
and a fully connected network are implemented to map to the
desired result.

ECN. The equivariant crystal network (ECN) [341] incorporates
spatial group symmetries into Graph Neural Networks (GNNs).
ECN emphasizes that symmetry invariance is a necessary condi-
tion for practical applications. The authors experiment using the
Materials Project dataset, filtering it to retain only data relevant to
three-dimensional materials. They then predict physical properties
such as formation energy, Fermi energy, band gap, and magnetic
moment per atom. The authors frame their work as both regression
and classification tasks. Experimental results show improved per-
formance compared to previous models, supporting the authors’
claim that symmetry provides a beneficial inductive bias.

In practice, using models that are equivariant to the actual sym-
metry of the data can be more beneficial in terms of the model’s
expressiveness. This is because the corresponding group is signifi-
cantly smaller than the symmetric group, and thus, equivariance to
a smaller group may reduce parameter sharing, making the model
more expressive. Moreover, the author emphasizes the importance
of equivariance, noting that invariant functions can be constructed
by combining equivariant layers with an output pooling layer.
Additionally, equivariant functions can be used to predict local
properties, such as charge distribution and magnetization.

The construction of an ECN is based on two key principles.
The first challenge is the difficulty of supervised learning when
a dataset encompasses a diverse range of crystal structures for
a specific species. To address the discrepancies inherent in the
unit cell structures, the researchers introduce the direct product
of groups. The second principle in constructing the ECN is the
equivariant message-passing framework. The authors define the
layer based on the update equation within this message-passing
framework.



The aforementioned section outlines the fundamental structure
of the ECN. The model takes as input a graph representing the
crystal structure and generates a single encoded feature vector for
each atom. This is followed by the integration of hidden layers
and average pooling layers, culminating in a two-layer MLP for
output prediction.

Matformer. Matformer [B47] is specifically designed for periodic
graph representation learning to predict the properties of crys-
talline materials. It computes various physical quantities, such
as formation energy, band gap, and total energy, across multiple
benchmark datasets, surpassing existing baseline methods such as
ALIGNN [B38], SchNet [B10], and CGCNN [[73], demonstrating
notable performance improvements. The model achieves periodic
invariance through a specialized graph construction method, ensur-
ing that the learned representations remain invariant to translations
of the unit cell boundaries. Matformer effectively encodes periodic
patterns, capturing the lattice size and orientation of the crystal.
Additionally, Matformer employs an attention-based architecture,
integrating edge attention and geometric information encoding,
thereby enhancing its capability to process multi-atom crystal
graphs. Experimental results indicate that Matformer outperforms
baseline methods on the Materials Project and JARVIS datasets,
offering advantages in both training and inference speed. By
incorporating periodic orbital interaction features alongside fun-
damental atomic features, Matformer significantly enhances the
accuracy of material property predictions, showing promising
potential for applications, particularly in the field of materials
discovery.

Before introducing periodic invariance, it is advisable to take
a look at unit cell E(3) invariance. Unit cell E(3) invariance can
be seen as a function f : (A, X,L) — yx, where the atom
feature matrix A, and the position matrix X, are to describe
unit cell itself, and L is to describe how a unit cell repeat itself
in different directions. Thus it is straightforward to obtain from
the definition that no matter if you rotate, reflect, or translate
the cell, the structure of the cell itself remains unchanged. After
taking into account the periodic invariance, the authors define that
unit cell E(3) function f is periodic invariance if f(A, X, L) =
f((j)(A, X, aL,p),aL)holds forall p € R® and o € N3, where
¢ is a function that ¢ : (A, X, aL,p) — (A, X). The authors
also emphasize the importance of disrupting period invariance,
namely for the same crystal this would lead to different crystal
graphs. And periodic pattern encoding is expressed by L to better
represent infinite structures of crystals.

Some researchers use both multi-edge graph construction
and fully-connected graph construction, which both satisfy the
periodic invariance to build their Matformer [[73]. And the radius-
based method is used for better performance in experiments. Then
they add self-connecting edges to encode periodic pattern, namely
L. For a direction vector [; of L = [ly,ls,13]T € R3*3, it
obviously contains two parts, which is the length ||/;||2 and the
orientation. Thus it is necessary to encode the orientation. The
authors utilize additional distances to encode angles between two
direction vectors. For example, the angle between [; and 5 can be
derived from ||l1 |2, ||l2||2 and an additional distances ||l + l2]|2.

In addition, the authors discuss the impact of the introduction
of angular information. The utilization of angular information in
practical tests does not seem to give much hints about accuracy,
but it triples the time cost. This result may be due to that periodic
invariant graph construction and periodic patterns encoding in
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Matformer already give enough information for the tests.

CT. Crystal twins (CT) is a self-supervised learning framework
capable of learning from large unlabeled datasets [343]. This work
represents one of the first applications of self-supervised learning
methods to the prediction of crystalline properties, whereas prior
to this, self-supervised learning was primarily applied to molecular
systems. The authors conduct experiments on 14 datasets to
evaluate the performance of the CT model and calculate various
properties, such as exfoliation energy, band gap, and formation
energy. The CT model demonstrates strong performance in most
cases, although its results may not always be the best. Addition-
ally, the authors assess the effectiveness of augmentation methods
and argue that the use of all three techniques enhances the overall
effectiveness of the experiments.

The authors propose a set of main processes. Firstly a CGCNN
is used in pre-training to be an encoder to learn the effective repre-
sentation of the crystal system, here the authors propose two differ-
ent schemes based on Barlow Twins [344] and SimSiamese [343]
loss functions. After this, the weights are shared to initialize the
encoder and fine-tuning for downstream tasks will be done with
the help of labeled data. In this work, the authors also introduce
three augmentation methods, namely random perturbations, atom
masking and edge masking.

We focus on the description of two pre-training frameworks. In
CTBariow, the CGCNN encoder would generate representations
of augmented instances from same crystal systems. And the goal
of pre-training here is to align the cross-correlation matrix of the
two embeddings as closely as possible with the identity matrix.
The Barlow Twins loss function can be defined as

Lpr£) (1-Cu)>+A> > CF, (32)
i i j#i
where C is the cross-correlation matrix, as
> ZA ZB.
i Iy b “b,i“b,j (33)
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In equation (B3), b represents the index of the data within the batch
and A and B both denote the augmented instances, while 7 and
7 represents the index of the vector dimensions of the projector
output, namely Z A and Z®. Another model is pretrained using
the SimSiamese loss function with the goal of maximizing the co-
sine similarity between the embeddings generated by the encoder
for two augmented instances. Furthermore, in CTg;mSiam, one
branch has a stop-gradient operation while the other branch has a
prediction header after the graph encoder. The loss function in this
case can be defined as

= % Z(D(PbA, stopgrad(ZP))

b
+D(ZE, stopgrad(Z{))),

where stoopgrad represents disabling back propagation of gradi-
ents. And the distance of two vectors can be defined as
A B
— Pb . Zb .
1Pz 12512

ESimSiam = (34)

D(PA PP) = (35)
MMPT. Mutex masked pre-training (MMPT) is a self-supervised
pre-training framework designed to address challenges that hin-
der the prediction of crystal properties, particularly the limited
availability of labeled crystal data and the constraints of quantum
chemistry [346]]. The masking techniques employed in MMPT



are inspired by the BERT framework [347]. The authors conduct
their experiments using a subset of the Open Quantum Materials
Database (OQMD) [B4X]. Compared to other supervised and self-
supervised methods, MMPT demonstrates strong performance.
The experimental results indicate that MMPT alleviates, to some
extent, the issue of limited labeled data. Furthermore, the authors
assert that their results outperform those of the Crystal Twins
method, attributing this improvement to the effective utilization
of E(3) invariance and the periodic invariance of crystals.

It is helpful to introduce the main framework of MMPT. A
crystal is described using three vectors M = (A, X, L). First of
all there are two encoders here, one is lattice encoder and the other
is structure encoder. At the beginning, the lattice encoder encodes
the lattice matrix L into a lattice representation h 7, which contains
the information of periodicity. The structure encoder first encodes
M into a structure representation hg with the help of a periodic
invariance multi-graph (PIMG) module, and then two mutex
representations g, and g, are formed from hg by mutex masking.
The next step is to decode. The lattice decoder decodes hj, into
P, and the coordinate decoder and the atom decoder decodes
gs, s into pc, pc and pa, P4, respectively. Finally, crystal
reconstruction is done by (hr,pc,pa) and (hr,pc,Pa). And
pa and py are used for atom-type contrastive learning, which
emphasizes the role of the species of the atoms, and the periodic
attribute learning (PAL), which can guarantee the introduction of
the periodicity property.

Metux masking is a spectial point of this work. In a nutshell,
g, can be defined as

where M is a uniform distribution. And g’ can be derived from
the mutex mask of M, namely M. This mask process allows
the model to learn through structural relationships between two
complementary sets of atoms. And based on the mutex masks, the
authors design crystal reconstruction and atom-type contrastive
learning. The authors implement crystal reconstruction by opti-
mizing the loss function Lrpc.

h,
[MASK]

i¢ M
ieM’

%

9s = (36)

Since the crystal is described by three vectors, it is natural
that Lrgc is also divided into three parts, namely £ 4, Lx and
L. L4 corresponds to A, which is the cross entropy between
real atom types and predicted atom types. Lx corresponds to X,
which is based on the distance from the coordinate of each atom
to the center coordinate. £, corresponds to L.

Due to the influence of atom types for chemical properties, the
learning of atom types is also referenced in this work. The authors
utilize the Barlow Twins loss to consider the significance of atom
types. They align cross-correlation matrix of pf4 and f)f4 as closely
as possible with the identity matrix to do the optimization.

The last point relates to periodicity-related arrangements. The
authors introduce PIMG and PAL to ensure the validity of peri-
odicity. Crystal can be seen as multi-graph G := (A, H ), where
A represents the set of atom nodes and H represents the set of
edges which are relevant atom pairs. The authors ensure periodic
invariance by constructing edges using Euclidean distance. Then
the authors design a multi-graph attention mechanism to capture
structural patterns. First a linear transformation is applied to the
initial feature vectors of the nodes, which is parameterized by the
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weight W. Then the new atom node can be derived by
fa(Wai7 Wa'j)a

exp(LeakyReLU (1;))
>oren, €xp(LeakyReLU (ry))’
a; = ¢pc( Z gij - j),

JEN;

Tij

&4 37)

where f, denotes a single-layer feed-forward neural network
and ¢ is a correlation coefficient. LeakyReLU is the activation
function and ¢ ¢ is a fully-connected layer. The final step is to
send the multi-graph and new atom nodes into DimeNet++ [349],
which is an E(3) invariance graph neural network, to learn the
crystal structure representations. The periodic attribute learning
module focuses on learning about the three components associated
with periodicity: discrete direction, unit cell position and distance
between nodes. They utilize three attribute learners to study these
three sections and optimize the prediction by computing L& 44,
which contains three losses corresponding to three parts mentioned
above.

3.4 Generative Al Accelerates Materials Discovery.

In recent years, diffusion generative models have gained signifi-
cant attention for their realistic effects in image generation, such
as Stable Diffusion [B50]. Methods based on diffusion gener-
ative models, such as denoising diffusion probabilistic models
(DDPM) [B51] and Score-based Diffusion [352], have been widely
applied in molecular docking (AlphaFold3 [353], DiffDock [B54])
and molecular generation (Torsional Diffusion [B53]). In the
context of materials discovery, there are three categories of mate-
rials: known knowns, known unknowns, and unknown unknowns.
While the largest existing explorations of previously uncharted
crystalline materials are on the order of 10% to 107 materials, the
potential space of stable inorganic compounds, even within the
realm of quaternary compounds and fixed stoichiometry, reaches
an astounding 101° possibilities. The third category, the “unknown
unknowns,” represents the most challenging yet vast frontier.
Generative models present one of the most effective means to
glimpse into this largely uncharted space. In the field of material
structure prediction, notable generative Al methods, including
CDVAE [73], CrystalGAN [B56], FlowMM [337], DiffCSP [24]
and DiffCSP++ [358], have also emerged. This section will focus
on these generative Al approaches.

CDVAE. The crystal diffusion variational autoencoder (CD-
VAE) [23] stands as a prominent early algorithm developed to
generate stable periodic structures of materials. It employs a com-
bination of joint equivariant diffusion and SE(3)-equivariant graph
neural networks, explicitly encoding interactions across periodic
boundaries while preserving permutation, translation, rotation,
and periodic invariance. Furthermore, CDVAE introduces a noise
conditional score network (NCSN) [B57] as the VAE decoder
to generate more realistic material structures, utilizing Langevin
dynamics to refine the generation process. The algorithm also
establishes three benchmark datasets specifically for material gen-
eration, along with a set of physically meaningful evaluation tasks
and metrics. Extensive experiments validate superior performance
of CDVAE in tasks such as material reconstruction, generation,
and property optimization, underscoring its significant potential
in advancing the field of materials discovery. The workflow of
CDVAE consists of several key steps. First, a periodic material



encoder is employed to map the material M into a latent repre-
sentation. Then, three independent MLPs predict the composition
¢, lattice L, and number of atoms NV, respectively. A conditional
score matching decoder with equivariance is used to denoise the
atomic coordinates and the probability distribution of atom types.
To account for the periodicity of atomic coordinates, a constraint is
incorporated into the loss function. Finally, during each denoising
step, atomic types and coordinates are updated using Langevin
dynamics. Con-CDVAE [B35Y] is a modified version of CDVAE
designed to directly generate crystal structures based on crystal
properties. Incorporating the conditional generation method of
DALL-E2 [B60], Con-CDVAE achieves this goal by introducing
new modules specifically designed for crystal latent representa-
tions in CDVAE. In the first training phase, Con-CDVAE trains the
core framework of CDVAE and applies MLPs to the crystal latent
representations to predict crystal properties, aligning crystal struc-
tures with their corresponding properties. In the second training
phase, Con-CDVAE introduces a prior module inspired by DALL-
E2, which takes crystal properties as input to generate crystal
latent representations. With these new modules, Con-CDVAE
enables the direct generation of crystal structures from crystal
properties. The model has been applied to conditional generation
tasks based on formation energy and bandgap, showing that the
results for conditional generation of formation energy outperform
those for bandgap. While achieving conditional generation, the
model retains the crystal latent variables, potentially enabling
manipulable structure generation such as latent variable interpo-
lation. However, a key challenge lies in the design and training
of the prior module to generate diverse and accurate crystal latent
variables from the given crystal properties. Cond-CDVAE [361]
is a deep learning-based generative model, the conditional crys-
tal diffusion variational autoencoder, designed for crystal struc-
ture prediction (CSP). This model generates physically realistic
crystal structures based on user-defined material compositions
and external conditions, such as pressure. By leveraging Cond-
CDVAE, the research team successfully generates high-fidelity
crystal structures under various pressure conditions, achieving
an accuracy of 59.3%, with an impressive 83.2% accuracy for
structures containing fewer than 20 atoms—surpassing traditional
global optimization-based CSP methods. Furthermore, a compre-
hensive dataset (MP60-CALYPSO) comprising over 670,000 local
minimum structures, including both ambient and high-pressure
crystal configurations, is established. The generated structures
demonstrate superior convergence rates and fewer ionic steps
during DFT local optimization, indicating that they are closer to
local energy minima. Cond-CDVAE integrates discrete chemical
compositions and continuous pressure attributes, utilizing SE(3)-
equivariant graph neural networks to encode crystal structures,
thereby ensuring invariance under permutations, translations, ro-
tations, and periodicity. Evaluation results underscore the model’s
high accuracy and reliability in crystal structure prediction, illus-
trating the substantial potential of deep learning generative models
to accelerate the discovery and design of novel materials.

MatterGen. MatterGen [B62] operates through a two-step pro-
cess. In the first step, a base model is pre-trained to generate
stable and diverse materials. The model is trained on data from
the Materials Project and Alexandria databases, where stability
is defined by DFT relaxation to a local energy minimum, with
the energy per atom deviating no more than 0.1 eV from the
reference database values. Novelty is ensured by verifying that
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the generated structures do not exist in the Alexandria dataset. In
benchmark comparisons using the same Materials Project dataset,
MatterGen outperforms CDVAE by achieving a higher proportion
of stable, unique, and novel (S.U.N.) materials, while also showing
lower RMSD values, which indicates better alignment with DFT-
relaxed structures. Furthermore, when trained on a larger dataset,
MatterGen demonstrates even stronger performance. In the second
step, MatterGen fine-tunes the base model using adapter modules,
which allow for customization based on specific chemical compo-
sitions, symmetry requirements, and desired electronic, magnetic,
and mechanical properties. This adaptability makes MatterGen a
versatile and powerful tool for targeted material discovery across a
wide range of application domains. A similar generative algorithm
is SyMat [363].

DiffCSP. Crystal structure prediction by joint equivariant diffusion
(DiffCSP) [24] is a specialized algorithm for crystal structure
prediction. It outperforms existing baseline methods, such as CD-
VAE, across multiple benchmark datasets, while offering reduced
computational cost compared to DFT-based approaches. DiffCSP
generates crystal structures that satisfy periodic E(3) invariance,
ensuring stability in translation, rotation, and periodicity. Further-
more, Diff CSP demonstrates strong scalability, making it appli-
cable not only to fixed-composition crystal structure prediction
but also to tasks involving atomic type generation and property
optimization. By employing a joint equivariant diffusion process,
DiffCSP simultaneously operates on lattice vectors and atomic
fractional coordinates to preserve periodic invariance, utilizing
denoising models and message-passing mechanisms to improve
prediction accuracy. The model demonstrates exceptional perfor-
mance in crystal structure and property prediction experiments,
underscoring its considerable potential to enhance both the accu-
racy and efficiency of crystal structure prediction. In crystal struc-
tures, atoms are periodically arranged within the unit cell, denoted
as M = (A, X, L), where A € R" indicates atom types,
X € R3xN represents the Cartesian coordinates of each atom,
and L € R3*3 is the lattice matrix defining crystal periodicity.
Any atom’s Cartesian coordinates and type within the crystal are
expressed as {(a},z})|a, = a;,; = x; + Lk,Vk € 7Z3*'}.
A relationship between Cartesian and fractional coordinates is
given by x = 2?21 fil;. For the generation process, DiffCSP
adopt a fractional coordinate system M = (A, F,L). With L
as a continuous variable and the one-hot encoding of A treated
similarly, a standard Denoising Diffusion Probabilistic Model [h9]
can be used to generate L and A, with the loss function:

Lrja=Eeunonlle—érjaM:,1)|3], (38)
the equivariant denoising model ¢ predicts the denoising terms
€r(My,t) and €4 (M, t). For F, periodicity is handled using a
Score-Matching (SM) based framework [357].

DiffCSP++. DiffCSP++ [B5X] is an advanced crystal structure
generation algorithm specifically optimized to account for space
group constraints. The algorithm demonstrates exceptional per-
formance in generating crystal structures that adhere to specific
space group symmetries. Compared to both learning-based and
DFT-based methods, Diff CSP++ not only exhibits enhanced per-
formance but also achieves notable success in ab initio crystal
generation tasks, producing crystals with valid compositions and
stable structures. Experimental results consistently show that Dif-
fCSP++ surpasses existing baseline methods in both crystal struc-



ture generation and property statistics, underscoring its substantial
potential in materials design.

DiffCSP++ considers the constraints of space groups to gen-
erate crystal structures. Space groups are collections of symmetry
operations of crystals, constrained by the o(3) invariance of the
lattice matrix and the Wyckoff positions of fractional coordinates.
According to the Polar Decomposition [B64], the lattice matrix
L € R3*3 can be decomposed as L = @Q exp(S), where Q is an
orthogonal matrix and S is a symmetric matrix. Any symmetric
matrix can be expressed using six symmetric basis functions, with
coefficients that are o(3) invariant:

6
S=> kB; (39)
i=1
010 00 1
Bi=(10 0], B,={0 0 0],
000 1.0 0
000 1 0 0
B;=(0 0 1], By={0 -1 0],
010 0 0 0
10 0 100
Bs=(0 1 0], Bg=|(0 1 0],
00 -2 00 1

by determining the coefficients k of six symmetric basis functions
B, DiffCSP++ ascertains the lattice matrix L. During noise
addition and denoising, these coefficients can be transformed.
The 230 space groups are categorized into six crystal fami-
lies G famity (Triclinic, Monoclinic, Orthorhombic, Tetragonal,
Hexagonal, Cubic), each imposing distinct constraints on the ;.
These families define six projection spaces, ensuring consistent
projections to the prior crystal family space throughout the crystal
generation process. The wyckoff positions (Wyositions) Tepre-
sent the symmetry of equivalent atoms in the unit cell, with
N fractional coordinates F' € R3*¥ derived from N’ basic
fractional coordinates F € R3*N’ Noise addition and denoising
can be performed on these basic coordinates F”, allowing for
the determination of all atoms’ fractional coordinates within the
unit cell. The coefficients k are treated as continuous variables,
and the one-hot encoded atomic types of Wyckoff positions
are similarly considered, both generated using standard DDPM.
Due to the periodic nature of the Wyckoff positions’ fractional
coordinates, DiffCSP++ utilizes a SM framework for generation.
The CrystalFormer [363] also takes into account the constraints of
space groups to generate crystals.

CrystalFormer. CrystalFormer [363] is a transformer-based au-
toregressive model specifically designed to generate crystal mate-
rials that respect space group symmetries. The model learns the
discrete and sequential nature of Wyckoff positions to directly
predict the type, position, and lattice parameters of symmetry-
inequivalent atoms within the lattice, thereby generating crystal
structures. Compared to traditional crystal structure prediction
methods, CrystalFormer shows significant advantages in tasks
such as symmetry structure initialization and element substitution.
Additionally, CrystalFormer facilitates property-guided materials
design by integrating solid-state chemistry knowledge and heuris-
tic rules, enabling systematic exploration of crystal materials and
the discovery of novel superconductors with low Ehull (<0.1
eV/atom). To achieve these capabilities, CrystalFormer incorpo-
rates algorithms such as markov chain monte carlo [366] sampling,
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gaussian mixture models [367], and von Mises distributions,
effectively incorporating space symmetries and other physical
constraints during the generation process. This work offers new
insights for the discovery of high-temperature superconductors
and advances the field of materials modeling and discovery.

GNoME. Graph networks for materials exploration
(GNoME) [31] marks a significant advancement in the generation
and discovery of novel materials through an innovative active
learning algorithm. Departing from conventional approaches that
rely on sampling from existing datasets, GNoME challenges the
prevailing assumption that newly generated materials must adhere
to the same data distribution as the training set. By employing
an active learning framework, it efficiently generates millions of
novel crystal structures. This methodology uncovers 2.2 million
potentially stable materials, many of which transcend traditional
chemical intuition. Of these, 381,000 materials are integrated
into the materials database, with 736 structures experimentally
validated for stability, thereby enriching the field with valuable
resources for further research and practical applications in
materials science.

The GNoME framework operates through two key mod-
ules: symmetry-aware partial substitutions combined with random
structure search, and GNN-based modeling of material proper-
ties. These components drive two independent material discovery
pipelines. The Structural Pipeline focuses on evaluating the sta-
bility of crystal frameworks without considering specific atomic
types, filtering randomly generated structures using GNoME to
retain potentially stable frameworks. The compositional pipeline,
on the other hand, takes chemical formulas as input to GNoME,
identifying stable chemical combinations to explore novel material
compositions. After structures are selected through these pipelines,
DFT calculations are performed to further validate their structural
stability. Stable materials are then added to the training set for
subsequent iterations, creating an iterative active learning loop.
This process facilitates the discovery of new materials that extend
beyond existing data distributions.

InvDesFlow. The InvDesFlow [[72] develops an Al-driven work-
flow for discovering high-7,. superconductors that are not present
in any existing database. In this survey, we summarized the general
process for inverse design of materials, as shown in Figure B. The
process is divided into two main parts: theoretical calculations and
experimental validation. The theoretical calculations are further
subdivided into material design and generation, high-throughput
screening, and computational models. Unlike traditional inverse
design, the entire theoretical part is fully Al-driven, with Al
implementing the entire theoretical simulation process.

OMat24. Meta has introduced Open Materials 2024
(OMat24) [B2], a comprehensive dataset featuring over 110
million density functional theory based calculations, emphasizing
structural and compositional diversity. This dataset spans
non-equilibrium atomic crystal structures and varied elemental
compositions, offering a rich resource for materials discovery.
Utilizing a pre-trained EquiformerV2 model, Meta achieved
state-of-the-art results on the Matbench Discovery ¥ leaderboard.
Through extensive experimentation, they explored the impact
of different training strategies on model performance, providing
valuable insights for future advancements. By openly sharing both
the dataset and model, Meta empowers the research community

3. https://matbench-discovery.materialsproject.org/
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Fig. 5: The general process of materials inverse design, which is divided into two main parts: the Al-driven theoretical calculation
part and the experimental validation part. The theoretical calculation part is further subdivided into material design and generation,

high-throughput screening, and computational modeling.

to build upon and refine these foundational resources, fostering
progress in Al-driven materials science.

FlowLLM. Meta has introduced FlowLLM [B6%], an advanced
crystal generation model that integrates LLMs with Riemannian
flow matching (RFM) to enable the design of novel crystalline
materials. FlowLLM first fine-tunes an LLMs to capture an
effective foundational distribution of metastable crystals within
textual representations. Following the conversion of text to graph
representations, the RFM model further refines LLMs-generated
samples through iterative optimization of atomic coordinates and
lattice parameters. FlowLLM surpasses existing state-of-the-art
methods by over threefold in stable material generation rates.
The structures produced by FlowLLM are notably closer to
relaxed states, substantially reducing post-processing costs while
improving both the efficiency and precision of material generation,
thereby marking a significant advancement in the field of materials
science.

3.5 Large Language Models

In recent years, LLMs, such as GPT-3.5 Turbo [36Y], GPT-
4% and BERT [B47], have been widely adopted across various
scientific fields, becoming essential tools for natural language
processing and knowledge generation. OpenAI’s GPT-3.5 Turbo
and GPT-4 are particularly popular due to their ability to gen-
erate human-like text, answer complex questions, and facilitate
knowledge synthesis. These models are powered by transformer-
based architectures [22], where self-attention mechanisms enable
the efficient processing of large-scale textual data across diverse
applications. Similarly, Google’s BERT, distinguished by its bidi-
rectional training approach, captures context from both directions
in a text, making it especially effective for tasks that require
nuanced understanding, such as question-answering. In addition
to these general-purpose models, domain-specific LLMs like
Coscientist [370],SciBERT [BZ1] and MatSciBERT [B72] have
been developed to improve performance in particular scientific

4. https://openai.com/gpt-4

26

domains. SciBERT, based on the BERT architecture, is fine-tuned
on scientific literature, enabling more precise information retrieval
and classification within scientific texts. Similarly, MatSciBERT,
tailored for materials science, incorporates domain-specific lan-
guage and terminology to enhance its effectiveness in analyzing
material-related data and generating specialized tags. Building
upon these foundational and domain-specific models, researchers
are increasingly employing LLMs for inverse material design,
using these models to effectively predict and optimize material
properties, as discussed in the following sections.

In sustainable concrete design, a methodology using LLMs
to develop alkali-activated concrete formulations aims at reducing
the carbon footprint and environmental impact of concrete produc-
tion [B73]. Researchers utilize GPT-3.5 Turbo and GPT-4 models
to create a “Knowledge-Driven Design” (KDD) system, which
integrates domain-specific knowledge with experimental feedback
to enhance the accuracy and efficiency of material design. Through
the automated generation of low-calcium concrete formulations,
property optimization, and performance prediction, this study
demonstrates a marked improvement in predictive accuracy for
complex composite mixtures. This innovative approach introduces
a sustainable paradigm in concrete design, supporting the de-
velopment of an environmentally friendly concrete industry. In
the field of battery technology, particularly for rapid charging
applications, the BatteryGPT system leverages LLMs to accelerate
information extraction and innovation [B74]. Utilizing retrieval-
augmented generation technology, BatteryGPT aggregates data
from over 2,200 publications and incorporates advanced technical
methodologies to facilitate knowledge generation and optimization
in fast-charging battery technology. BatteryGPT provides domain-
specific literature reviews and recommends the latest solutions for
fast-charging materials, such as LisP-enhanced solid electrolyte
interfaces and laser patterning. This system significantly enhances
the efficiency of information integration and processing in ma-
terial innovation, supporting advancements in battery technology
aimed at extending electric vehicle range and improving energy
storage. In the study of microstructure evolution within mate-
rials, LLMs generate code and simulate complex multiphysics-
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coupled models [375]. Researchers employ ChatGPT to produce
code based on phase-field models to simulate the evolution of
material microstructures over time. Although the model-generated
code requires further validation and adjustments for complex
equations, this research systematically explores the potential of
LLMs in microstructure modeling. This novel approach high-
lights the utility of LLMs in materials education and research,
offering new perspectives for integrated computational materials
engineering (ICME) 5. From a broader perspective, automation
and knowledge integration benefits of LLMs within materials
science are further investigated [B76]. The study shows that LLMs
not only retrieve knowledge and generate code through natural
language instructions but also conduct multi-level literature anal-
ysis and generate tags, such as for 3D microstructure analysis and
micrograph labeling. By leveraging fine-tuned, domain-specific
models like SciBERT [B71] and MatSciBERT [377], this research
demonstrates that LLMs effectively process complex materials
science data and produce high-quality structured information.
This advancement supports the automation of materials science
workflows with significant applications in rapid charging and
renewable energy integration.

In summary, LLMs have shown remarkable potential in in-
verse materials design, transforming traditional materials inno-
vation processes. Leveraging advanced language processing and
knowledge synthesis capabilities, LLMs have greatly enhanced
the accuracy of property prediction and optimization, while also
providing sustainable solutions to pressing challenges in materials
science. For instance, in sustainable concrete design, LLMs enable
researchers to develop eco-friendly materials that lower carbon
emissions. In battery technology, LLMs facilitate the integration
of vast information, accelerating innovation in fast-charging bat-
teries that support extended electric vehicle ranges and improved
energy storage. Additionally, LLMs contribute to the simulation
of material microstructures and multiphysics modeling, offering
new possibilities for ICME and materials education. As applica-
tions of LLMs in inverse materials design continue to expand,
these models are anticipated to play a critical role in property
prediction, novel material discovery, and the automation of knowl-
edge integration. Coupled with domain-specific models, LLMs
promise breakthroughs in processing complex materials data and
generating high-quality information, supporting the development
of automated scientific workflows. Future research may further
explore robust algorithm designs and the integration of real-time
data analysis with experimental feedback, thereby enhancing the
breadth and depth of LLMs applications in materials science
and providing technical support for sustainable and intelligent
materials innovation.

3.6 Dataset

As we can see from the previous section, there are a number of
datasets that are typically used when testing the performance of
a model. In Table I we briefly introduce a few common material
datasets.

Different researchers have created different datasets for differ-
ent kinds of materials. In the specific research, we will choose
different datasets according to the needs and select the appropriate
data from the dataset to conduct the experiments. At the same time,
different researchers choose different prior work with some impact
as benchmark, such as CGCNN [IZ3] and ALIGNN [33%]. Some

5. https://link.springer.com/book/10.1007/978-3-030-40562-5
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TABLE 2: Some typical databases. Listed in the table are their
name, amount of data, description, and reference.

Datasets Size Description Reference
QM7 > 7,000 DFT calculations [BZR]
QM9 > 134,000 DFT calculations [B37]
MD17 >100,000 MD simulation data  [B79, BR(]
MP >150,000 Materials Project [BXT]
OQMD >1,226,000 Quantum Materials [B2R]
0C20 >133,940,000  Open Catalyst 2020  [BR2]
JARVIS-DFT  >80,000 DFT calculations [BXH]
PubChemQC >85,000,000 DFT calculations [BX4, BRY]

researchers use different frameworks as different benchmarks for
different parts in their work.

4 FUTURE DIRECTIONS

The previous chapters have provided a comprehensive overview
of the way that Al has accelerated advancements in the inverse
design of functional materials, alongside a rapid evolution of
Al technologies within the materials science domain. In this
chapter, we will delve into potential future directions for Al across
each critical stage of the reverse design workflow for functional
materials. Key stages in this workflow encompass the design
and generation of novel materials, high-throughput screening for
target functional properties, theoretical validation of candidate
materials through computational modeling, and the experimental
synthesis and testing necessary to confirm material performance.
By advancing and designing Al algorithms that deeply integrate
with each of these stages, we aim to accelerate every step of the
process, allowing Al to fully realize its transformative potential in
the inverse design of materials.

4.1 Design and Generation of New Materials

For the inverse design and generation of new functional materials,
current generative models remain constrained in their capabilities
and fail to meet the complex requirements of material design.
The following challenges represent areas where we anticipate Al
advancements may bring impactful solutions in the future. The
first one is that the Al-generated material structures are frequently
not in a stable ground state, necessitating additional assessment
and structural relaxation. Enhancing generative models to address
this limitation remains a key objective for future development.
The second one is the generative models based on chemical
composition are currently scarce, despite being frequently needed
in experimental science. Large language models may provide such
capabilities in the future. The third one is that we need conditional
generation methods where a partially known structure or chem-
ical formula serves as input, producing a complete structure or
formula. For example, given part of a heterostructure, we aim to
generate the remaining portion. The forth one is that the space
group family-based generation algorithms, such as DiffCSP++,
have been realized, but algorithms allowing direct control over
space group numbers for new structure generation have yet to
be developed. Moreover, the generative Al algorithms specifically
designed for diverse functional materials have yet to be devel-
oped. And a significant number of materials exist in amorphous
rather than crystalline forms, highlighting the need for future
development of generative algorithms specifically for amorphous
materials. Furthermore, the generative algorithms discussed above


https://link.springer.com/book/10.1007/978-3-030-40562-5

O Conditional generation models

O Functional materials
Space group numbers
Heterostructure

a
a
O Amorphous

O Benchmarks, Dataset
O Chemical composition generation

O LLMs generation

O Al predict material properties™

O Formation energy

O Band gap, Dos

O Tc, superconductivity

O Thermal conductivity, Seebeck
coefficient, ZT value

O Al-accelerated DFT calculations

O ML techniques for Hamiltonian-based
Ab Initio Calculations

a
a

O

Machine Learning Interatomic Potentials
Al predict phonon spectra
Al predict EPC

O Integrating ML models with
robotic automation systems

O Al structural relaxation

O Active Learning screening

O LLMs ranking

O Deep-learning DFT Hamiltonian
O Density Functional Perturbation

Theory

O Dynamic adjustment of predictive
models with real-time experimental
data

Fig. 6: The future of Al-driven inverse design of materials. This figure outlines the potential development directions of Al in key
stages of the functional material reverse design workflow, including the design and generation of new materials, high-throughput
screening, computational modeling for candidate validation, and experimental synthesis and testing. By optimizing the integration of
Al algorithms, these Al technique can accelerate efficiency and innovation in materials discovery.

necessitate the development of more equitable benchmarks for as-
sessing model performance. Consequently, the release of suitable
datasets and corresponding benchmarks represents a crucial task.

Creation and updating of datasets. With the assistance of
Al the development of materials science has indeed gained a
lot of progress, but at the same time, there are some urgent
problems that need to be solved. Firstly, there are already quite
large databases for some of the materials such as MP [BXT],
OQMD [348], OC20 [BX2] and so on, however there is still a
lack of sufficient data for some complex materials such as HEAs.
Some methods are designed to deal with these materials [Z62]. But
the creation of a database of complex materials is also required.
Second, With the assistance of Al, it is true that many new
materials have been discovered that exist in theory, but these new
materials may not actually be synthesized in actual experiments.
And these materials are in dire need of experimental validation to
determine whether they should be added to the database. However,
the progress of experiments is often not enough. Thus, we could
create a candidate database that records Al-generated materials.
The third point is that many Al-generated materials do not have a
standardized nomenclature. Many researchers use simple numbers
to represent generated materials right in their own papers, which is
not conducive to the documentation of new materials as well as the
retrieval of new materials. All of the above are problems that need
to be solved or optimized with respect to the database. Also we
have noticed some databases related to Al have been established,
which could be seen as a future direction.

Large language models. The future prospects of LLMs in
inverse material design are promising. As the technology matures,
LLMs are expected to bring profound changes in autonomous
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material discovery and efficient data integration. Firstly, a sig-
nificant potential of LLMs in inverse material design lies in
achieving autonomous material discovery and design systems.
These systems can rapidly adjust design strategies while inter-
preting human instructions and dynamically adapt to different
tasks and material properties, ultimately realizing an automated
material research and development (R&D) process. For instance,
the LLMatDesign [386] project demonstrated the potential of
LLMs to achieve autonomous material design through instruction
fine-tuning in low-sample environments. Its framework allows the
model to perform material screening and optimization based on
design instructions and chemical knowledge. With future enhance-
ments in model optimization on datasets and improved multimodal
integration capabilities, LLMs are expected to be more flexible in
complex material tasks, even forming “autonomous laboratories”
to accelerate the material R&D process. The HoneyComb sys-
tem [BR7] builds upon this by using its high-quality knowledge
base, MatSciKB [B%7], and computational tool center, ToolHub,
to enable real-time data updates and cleaning support, providing a
stronger data foundation and scientific computing capabilities for
autonomous material design. This indicates that future LLMs will
not only generate and evaluate material design schemes but also
continuously learn and improve through knowledge bases, laying
the groundwork for fully automated material discovery. Secondly,
future LLMs will make significant strides in the efficient integra-
tion and extraction of material data. The key to achieving this goal
lies in building high-quality multimodal datasets and enhancing
the model’ s ability for complex reasoning. Several studies have
emphasized the necessity of dataset expansion and multimodal



information integration. For example, Miret et al. [BRE] proposed
a six-step interactive roadmap that progressively improves the
model’s reasoning performance in complex material tasks by
integrating text, images, and experimental data. Similarly, there
is another reference [B76] highlighted the importance of high-
quality multimodal data for enhancing the model’ s understand-
ing of the complexity of the materials science field. The study
pointed out that by dynamically integrating experimental data,
LLMs can significantly enhance their ability to parse information
related to material properties and structures, thereby advancing
the automation of the material discovery process. These studies
indicate that through the construction and integration of multi-
modal information, future LLMs will exhibit stronger reasoning
capabilities in complex materials science tasks, especially under
conditions of limited data, providing reliable support for the design
and validation of new materials.

In conclusion, the future development prospects of LLMs in
inverse material design are extensive. As the capabilities of models
in data processing, knowledge integration, and complex reasoning
continue to improve, LLMs are anticipated to significantly ac-
celerate the material R&D process, promoting autonomous and
intelligent material design. By dynamically acquiring and parsing
multimodal data and continuously learning from the latest research
developments in materials science, LLMs can effectively support
all stages of material discovery, from screening to structural op-
timization and experimental plan generation, gradually achieving
a more comprehensive and efficient material innovation process.
This technological advancement will not only help scientists
address current research challenges more rapidly but also open
new research avenues in the field of materials science, laying a
solid foundation for future technological innovation.

4.2 High-Throughput Screening of Functional Materi-
als

In recent years, high-throughput screening of target functional
materials has predominantly utilized invariant graph neural net-
works to classify and predict material properties, subsequently
establishing specific thresholds for material selection. This ap-
proach has led to numerous significant contributions, enabling
the accurate prediction of several physical properties, including
formation energy, band gap, Debye temperature, and density of
states. However, certain physical properties remain challenging to
predict with high precision due to their inherent complexity. The
following are potential issues that require further investigation.

The rapid development of Al technology in recent years has
provided new momentum for the inverse design of superconduct-
ing materials, leading to the establishment of a comprehensive
workflow for discovering new high-T,. superconductors. However,
there remains considerable potential for enhancement across vari-
ous dimensions. For instance, the application of Al to accurately
assess whether a material exhibits superconductivity, predict the
T of any superconductor—whether characterized by conventional
or unconventional properties and defined by its chemical formula
or crystal structure—expedite the DFT verification process for
electron-phonon coupling through Al integration, and provide
more precise guidance for experimental directions using Al Ulti-
mately, we anticipate that advancements in Al will illuminate new
physics related to superconducting mechanisms in the future.

In the case of complex materials, such as high-entropy alloys,
the primary challenge associated with Al-assisted computation is
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the limited size of the available dataset. As previously stated,
a number of workflows have been proposed in recent years to
address this class of materials [262, 267, BXY]. However, the
corresponding methods require further promotion and application
to assess their practicality and reasonableness. Concurrently, the
necessity for high-quality datasets for complex materials persists.
Moreover, there is also work using activating learning to discover
new and efficient catalysts. This idea is very similar to the “ex-
ploration” and “exploitation” concepts in reinforcement learning.
In the context of expanding the existing dataset, exploitation
allows Al to generate more data of the same distribution, while
exploration enables to realize the step of activating learning.
However, current activating learning still requires DFT or other
methods for validation, and the verified samples must be manually
added to the dataset for the next iteration. Therefore, if the steps of
activating learning can be automated, future exploration of crystals
through Al could significantly improve efficiency.

Note that in Al-driven high-throughput screening of functional
materials, significant gaps remain in material classification and
property prediction, particularly in terms of accuracy and handling
complex properties. Future LLMs hold promise for advancing
material recommendation, ranking, and structural design through
frameworks like natural language embeddings, which generate
compositional and structural feature vectors of materials [B90].
Such models aim to better represent materials, identify under-
explored spaces, and streamline material optimization. Despite
these advancements, current machine learning methods often
struggle with reliably predicting key properties—such as thermal
conductivity, Seebeck coefficient, and ZT value—due to the chal-
lenges in modeling nonlinear relationships within complex mate-
rial systems, including thermoelectric materials [I26]. Addition-
ally, the accurate prediction of dopant and structural effects on ma-
terial performance remains limited, with models like DopNet cap-
turing only partial insights into these intricate dependencies [2Y].
Addressing these challenges requires Al models that can integrate
multi-scale data and adapt to experimental feedback, ultimately
improving robustness and reliability in predictions. Furthermore,
systems like the HoneyComb illustrate the need for interpretable
Al models, which are essential for achieving precise material
recommendation and structural optimization, especially for high-
stakes applications requiring practical and reliable adoption.

4.3 Computational Modeling for the Validation of Can-
didate Materials

The majority of conventional materials calculation methods are
based on the DFT. Nevertheless, the DFT-based approaches are
constrained in their ability to accommodate a comprehensive range
of materials, largely due to the influence of intricate terms such
as the exchange-correlation functional. It is therefore unsurprising
that there is a tendency to develop new calculation methods with
a view to improving the quality of the calculations. Furthermore,
the combination of ab initio calculation with Al is also popular
and promising avenue of research.

In some related work, the authors focus on predicting complex
terms with the assistance of AI. For example, some researchers
employ ML techniques to predict EPC [B91-393] and other re-
searchers have employed Al to predict phonon spectra [394, B95].
Furthermore, there are promising avenues for researchers to utilize
Al in optimizing alternative versions of DFT, beyond the prevalent
Kohn-Sham DFT [B96]. Attention should be paid to recent work



about DeepH [397-406], which propose a framework about using
ML techniques to study the Hamiltonian of materials to conduct
AD initio calculation. This method is highly efficient and achieves
high accuracy on many materials. And this approach is now being
generalized to a wider range of systems, with a number of similar
works having been done, such as HamGNN [[I96, &07, 208]. More
research and applications along these lines are bound to emerge in
the future.

To summarize, we can actually see the following points worth
trying for the combination of Al and material calculation methods.
The most important one is that the lack of a generalized network
structure or a generalized approach to network selection, and the
answer of how ML technology can be integrated into material
computation methods is not conclusive and there are still many
perspectives worth testing. Moreover, there is still a certain thresh-
old for the various methods, which implies the necessity of writing
relevant software packages or developing relevant software.

4.4 Experimental Synthesis and Testing for Validating
Material Performance

As evidenced by recent research, a workflow that integrates
computational prediction with experimental synthesis can be
an invaluable tool for studying complex materials with limited
datasets [262, 67, BRY]. The proposed workflow allows re-
searchers to obtain actual materials directly, which is not always
possible in other fields where materials prediction involves a
disconnect between computational prediction and experimental
synthesis. It should be noted that the time cost of this workflow is
not insignificant and requires continuous improvement.

Al-guided experimentation holds significant promise for ad-
vancing functional material development, particularly in ther-
moelectric materials, where experimental synthesis and opti-
mization remain complex and resource-intensive. In the field
of thermoelectric materials, Al-driven approaches, such as error
correction learning models, refine predictive accuracy through
iterative experimental feedback, enabling faster identification of
high-performance materials [[35]. Future research in Al-guided
experiments focuses on enhancing adaptability and scalability
for large-scale synthesis processes, incorporating real-time data
from experimental setups to dynamically adjust predictive models.
Furthermore, Al-guided experimental planning proves invaluable
for efficiently testing the effects of doping, strain, and nano-
engineered structures, which are critical for improving ZT values
in thermoelectric materials [130]. By integrating ML models
with automation platforms, such as robotic experimental systems,
researchers explore complex parameter spaces more efficiently,
facilitating the development of sustainable and high-performance
materials for applications like waste heat recovery and thermal
management in microelectronics.

5 CONCLUSION

In this paper, we delve into the history of inverse design of
materials to pinpoint the essence of Al-driven material design and
to underscore the pivotal role of Al technology in the process of
inverse design of materials. Furthermore, we conduct a compre-
hensive review of the latest endeavors aiming at enhancing Al-
driven inverse design processes, encompassing recent Al-based
discoveries on typical materials and the research progress and
technological trajectories of Al in the field of materials science.
These collective efforts have significantly contributed to the recent
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wave of advancements in Al-driven inverse design of materials.
While existing Al-driven inverse design of materials has yielded
promising results, particularly in the inverse design of functional
materials for few-shot learning scenarios, the future development
of AI technology in materials science and its application in key
areas remain open questions. Especially with the burgeoning
growth of large language model technology, it is crucial to explore
which aspects of materials science can benefit from improvements
and optimizations offered by large language models. We hope that
our insights will inspire further efforts in this field and propel the
development of Al-driven inverse design of materials forward.
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